ENVIEVAL

Development and application of new methodological
frameworksfor the evaluation of environmental
Impacts of rural development programmesin the

EU
(Project Reference: 312071)

Area 2.1.4: Socioeconomic resear ch and support to policies

KBBE.2012.1.4-08: Development and application of methodologies and
tools, including indicators, for the assessment of environmental impacts of

rural development programmesin the EU

Report D3.1
Review of counterfactual methods

Authors: Janne Artell, Jyrki Aakkula, Heini Toikkanen (MTT)
Approved by Work Package Manager of WP3: Jyrki Aakkula(MTT)
Date: August 2013
Approved by Project Coordinator: Gerald Schwarz (TI)
Date: August 2013

This document was produced under the terms andtmorsdof Grant Agreement No. 312071
for the European Commission. It does not necessélect the view of the European Union

and in no way anticipates the Commission’s futurikcp in this area.

SEVENTH FRAMEWORK
PROGRAMME







Table of Contents

1 EXECULIVE SUMIMAIY ..iiii it it ettt ettt sas s aannnssssssessessseensseennrnnnnrnnnes 4

P |01 oo [FTo{ 1 (o] o H PP PP PP PPPPOPPPPPPPPPP 6

3 Basic Concepts and Main Challenges in Counterdh@evelopment...........cccccevvvvvvvevivennnnnes 7
3.1 Impact Analysis and Counterfactuals in EX-EEesSSMent .............uvvvvveiviiiiiinnenncemeeens 7
3.2  Self Selection and Treatment EffECES......ccccvveiiiiiii e 8
3.3 OBNEI ISSUES ...ttt ettt e e et 10
3.4  Main Challenges to Using Counterfactual AnalysiEvaluations ...............cccoeevvveeeeae. 10

4  Current Applications of Counterfactual AnalysisRDP Evaluations ...........c.cccceevvvvvvveeeee. 11

5  Main Methods Using Counterfactual AnalySiS.......cooooviiiiiiiii 14
5.1  Quantitative Impact Assessment MethodS ............covveviiiiiiiiiiieiiiiiiierreee e 14
5.2  Qualitative Approaches to IMPACt ANAIYSIS.u«.uuuuuunnnaaiaaaaaaa e aaa e eeeeeeeeeennes 22
5.3  ReVIEW OF MEINOUS .....coiiiiiiii ittt 23

6 RECOMMENUALIONS ...ttt e e e e e e e e e e e s s smmnn e e e e e e s e s s bbrnn e e e e e e e e e e aannes 25

T RETEIBNCES ... .. ettt e et oo e e e e e e e e e e e e e e e e e e as 28

ST Y o] 011 T [t N 31



List of Figures

Figure 2 Environmental impact and a counterfacfddbpted from Khandker et al., 2010) ..8
Figure 3 Programme self-selection bias (Adaptechfkhandker et al., 2010) ................ee..e. 9

List of Tables
Table 1 Number of impact evaluations with couratetdal analysis by public good

(022 11T 0 [ ] [T PP UURPPPPPPPRRPPTRRRTN 12
Table 2 Reported type of counterfactual approaabpetied in reviewed RDP evaluation

(=] 010 1S PP PPPPTN 13
Table 3 Methods for counterfactual analysiS reBeW............ccccoeeeeeeeeiiieeeeeeeeeees e 23
Table 4 Counterfactual analysis in climate relatepact assessment ..............ccceeeeeeee 31.
Table 5 Counterfactual analysis in water quakghated impact assessment................. 32....
Table 6 Counterfactual analysis in wildlife rethinpact assessment.............ccccceeevimum. 33
Table 7 Counterfactual analysis in High Natureléalelated impact assessment................ 35
Table 8 Counterfactual analysis in soil relate@act assessment ................evveiiiiniomeee 36
Table 9 Counterfactual analysis in landscapeedlahpact assessment ...................... 36....
Table 10 Counterfactual analysis in animal welfatated impact assessment..................... 37



List of Acronyms

AFP

ATE

ATT

CGE

CMEF

FADN

GIS

HNV

IACS

ITT

AV

PM

PSM

PSM-DD

RD

RDP

SWOT

TBE

Agrarinvestitionsforderprogramm

Average Treatment Effect

Average Treatment Effect on Treated
Computable General Equilibrium

Common Monitoring and Evaluation Framework
Farm Accountancy Data Network

Geographic Information System

High Nature Value

Integrated Administration and Control System
Intent To Treat

Instrumental Variable

Pipeline Method

Propensity Score Matching

Propensity Score Matching Double Difference
Regression Discontinuity

Rural Development Programme

Strengths Weaknesses Opportunities Threats

Theory Based Evaluation



1 Executive Summary

Impact assessment is an important tool for poligkens. By validating empirically the
effects of a policy and revealing its strengths aehknesses it enables better and more
responsive policy design with intended effects. ditpassessment methodologies are well
established in the literature existing both forpmst and ex-ante impact evaluation. The
environmental impact of a policy is the gap betwdba realised effects from policy
implementation and a counterfactual scenario —est#Ht the environment without the

introduced policy.

This ENVIEVAL report reviews existing methodologiésr counterfactual development,
their use in previous and current RDP evaluati@ms] their applicability in ENVIEVAL
WP6 public good case studies.

While there are multiple methods using counterfalstufor impact evaluation, there are
challenges towards their use. Most methods regudecent amount of good quality data for
proper analysis, which remains a key challengeutaré evaluations. Data is needed on
policy implementation effects on and by farmers aadulting environmental outcomes,
measured by well-defined indicators. Further, thatial variation of environmental outcomes
needs to be taken into account explicitly: the fiessief many RDPs do not occur in the near

vicinity of the participating farms.

A revision of national evaluations revealed that description of counterfactual methods and
impact indicators is generally vague. Counterfdcamalysis has been conducted for the six
public goods under inspection (climate, water dyabiodiversity: wildlife and HNV, soil,
landscape). Water quality, wildlife and, slightlyrgrisingly, animal welfare are the public
goods most often evaluated with a counterfactug@raach, both within and across the
countries under comparison, while measure 2gtj-environment paymentss the single
most often evaluated measure. With-and-without @mepn of participants and non-
participants is the typical reported approach, thatre is little knowledge of the specific

methods and control groups used to construct atedantual.

Based on literature reviews of methodologies amtleeavaluations, we recommend the use
of well-established quantitative methods such asRfopensity Score Matching (PSM) and
Propensity Score Matching Difference-in-Differen@SM-DD) for environmental impact

assessment. Both of these methods can overcomkidbes suffered by naive estimators

given that sufficient information exists on the ttohgroup (i.e. non-participants) and time-



related factors. It is important that baseline aces are created before the implementation of
a programme to ensure an easier way to constrmtigerfactual at the evaluation phase. In
the case of ENVIEVAL WP6, ex-post public good ewion case studies with existing
baseline studies should be looked for, but mayerst.

The discussions at the stakeholder workshop ardinfys of the stakeholder consultation
highlighted the need for more environmental momigpdata which consider the specific data
requirements of RDP evaluations. In addition, the af counterfactuals and the construction
of control groups are often hindered by a lackatbdor non-participants. Generally, a GIS-
platform would provide a common base for statistitzta storage easy to collate for further
analysis. GIS-based data provide valuable informnatd impact evaluation methods as they
can improve and reveal challenges in the formatiba counterfactual. Among other listed

recommendations for the case studies to addressrea@mmend that relevant spatial

information to each public good case be reviewatlaaded to the analysis.



2 Introduction

Impact assessment is an important tool for poligkens. By validating empirically the
effects of a policy and revealing its strengths arehknesses it enables better and more
responsive policy design with intended effects @sgh & Schuch, 2010). Impact assessment
methodologies are well established in the litemtexisting both for ex-post and ex-ante
impact evaluation. In policy evaluation the weigist often on ex-post assessment.
Constructing a counterfactual is a key elementxgp@st environmental impact assessment,
whereas ex-ante analysis explores impacts of diftgoolicy scenarios in the future versus a
projected business-as-usual scenario (see figuréhk) environmental impact of a policy is
the gap between the realised effects from policplémentation and a counterfactual
scenario — state of the environment without theodhiced policy.

Counterfactual Foresight-based
evaluation (ex-post) evaluation (ex-ante)
. \ e
tive pas utur
l>~\\‘oe¥‘)“a "¢ without @ ; A\tefef\‘a“" with
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Observed actual g Probable future
development with a development with the
certain policy continuation of a
(Reference level for certain policy
counterfactual analysis) (Reference level for
future-oriented analysis)
Present time . Present time
Present time
—n years +n years

Figure 1 Ex-post and ex-anteimpact evaluation

Counterfactual analysis includes many possible auitogical approaches for quantifiable
impact assessment, each method’s applicability riiipg on the availability and quality of
data. Counterfactual policy analysis should thugyiven thought even prior to the policy
implementation: measures or indicators of enviramia@empact must be known; monitoring
the change in the chosen indicators and relevaibes of the targeted and affected actors
of the policy need to be recorded. The Common Momty and Evaluation Framework
(CMEF), established during the most recent evalagbieriod 2007-2013, is the basis for the
monitoring and evaluation of"2 pillar agricultural support programs. The CMEF has

collection of common indicators split into four faechical categories: baseline, output, result



and impact indicators. In addition, Member States allowed to establish additional
indicators which better describe national Rural &epment Plan (RDP) targets. A
functioning set of indicators should enable uniformpact assessment approaches using
counterfactual analysis across Member States.

This ENVIEVAL report aims to:

* review existing methodologies for counterfactualelepment and their use in previous
and current RDP evaluations
* review methodological developments addressing nurchallenges in counterfactual
development and application
« recommend candidate methods for case studies oricpgbod provision in
ENVIEVAL WP6.
We first discuss the basic concept and challengesorming a counterfactual. RDP
evaluation literatureis subsequently reviewed to assess the curretet stahe art, level of
reporting and challenges in using counterfactudle then provide an overview on the
guantitative and qualitative methods used in catedteual analysis based on the expert
methodological introductions by Khandker et al. 1@0 and Leeuw (n.d.). Finally we
recommend methodological approaches for ENVIEVAL 6Mfase studies on public good

provision by RDPs.

3 Basic Concepts and Main Challenges in Counterfactual

Development

3.1 Impact Analysisand Counterfactualsin Ex-post Assessment

Ex-post impact analysis is essentially the comparisf two states of the world, the current
status after a treatment, e.g. an RDP measure,aandunterfactual status without the
treatment. As the counterfactual is unobservalblegéds to be estimated using with real-
world data or a theoretic framework. If the treatine.g. participation in an RDP measure,
would be random in the study population, the emmmental impact assessment for the
programme would be relatively simple. The impacsi®wn in figure 2 as the distance
between the environmental indicator values of tleattnent (participants) group and the

control group (non-participants),.¥- Y;. The voluntary nature of RDP measures and

! Countries reviewed are Austria, Finland, Francern@ny, Great Britain, Greece, Hungary, Italy, uéhia
and the Netherlands.



equality issues on measure allocation, howeverygmtean experimental impact analysis

based on perfect randomisation.

| «——Programme period—» |

Implementation Evaluation

Figure 2 Environmental impact and a counterfactual (Adapted from Khandker et al., 2010)

3.2 Sdf Selection and Treatment Effects

The most important issue that a randomised expetahanpact assessment avoids is sample
selection. The data used to construct a countedashould represent the population under
analysis as well as possible. Simple statisticalyams relies on the assumption of a random
sample, meaning that there should not be any undgrldependencies on observed or
unobserved factors in programme participation, self-selection to the programme
(Khandker et al., 2010). Observed factors aregkample, rules limiting participation on the
basis of farm type, size or location, while unokiedr factors affecting programme self-
selection could be anything from unique local ctinds to cultural issues and mixes of
regional policies. In an impact analysis comparingreatment group and a control group
from a different population, the assessment ofrarirenmental impact will be biased up- or
downwards depending on the situation. Figure 3 shawcase where the non-participant
control group starts from an initially better emnmental indicator level than programme
participants before programme implementation. & thifferences are not controlled for, the

assessed environmental impact fYz] will be smaller than the unobserved actual eff&et



— Yi). The size or direction of the sample selectioasbis unknown without further
information on the characteristics of actors.

Impact evaluation methods identify typically thepegted values of these two impact types
on the population level (Caliendo and Kopeinig, 0Rhandker et al., 2010). The average
treatment effect (ATE) is the difference betweermpested programme outcomes, of
participants and non-participants and can be wariie

ATE = E[l; - Ig],
where subscripts 1 and 0 denote participants anepadicipants, respectively. As discussed
before, ATE does not represent the programme’s e¢nparrectly if self-selection into the
programme occurs. The average treatment effechertreated (ATT), on the other hand,

measures the impact on the likely programme pp#its, i.e. excluding those who would

never participate in the programme (Wooldridge,20The ATT can be written as:
ATT = E[li|p=1— lo|p=1]

I.e. the (unobserved) expected impact conditiondb@ing a participanB=1.

+ LOVdINI—»

¢—Programme period—»

Implementation Evaluation

Figure 3 Programme self-selection bias (Adapted from Khandker et al., 2010)



3.3 Other Issues

Mandatory participation (e.g. the Nitrates Direetiwcross-compliance) and very popular
uptake of programmes (e.g. Agri-Environmental Measun some Member States) represent
cases where impact analysis using a control greui possible. Then a comparison of the
state of the world before the implementation of phegramme and the status at the time of
evaluation is tempting. A naive counterfactual asssl static baseline environmental status
over the programme period. As the assumption mapds®us, Khandker et al. (2010)
suggest a baseline stifdyn the participants to reduce biases in the coiauteial. The longer
the estimated programme period, the more impoitanbuld be to take into account also
other factors affecting the environmental indicat@uch as spill-overs from other
programmes or policies. Further, the nature ofetmaronmental impact indicator used needs
to be understood — natural processes may be slogath and have stepwise regime changes
in time periods that do not follow programme pesiothus old sins and deeds affects today’s

perceived impacts, while current actions may takénide to emerge as impacts.
3.4 Main Challengesto Using Counterfactual Analysisin Evaluations

While there are multiple well-defined methods (seetion 4) for ex-post impact evaluations
using counterfactuals, there are challenges towtels use. Most methods require a decent
amount of good quality data for proper analysistaDa needed on policy implementation
effects on and by farmers and resulting environalemtitcomes, measured by well-defined
indicators. Earlier literature has identified ckaljes encountered in current evaluation
exercises, for example Anonymous, 2011; Cooperl.et2806; Elsholz, 2008; Michalek,
2012a; Lukesch and Schuch, 2010; Stolze et alQ:200

» There are too many indicators for national admiaigins to handle

* The focus is too much on indicators on outputserathan outcomes

» Causality between measures and impacts increas@glireness with multiple intervening
factors (e.g. CAP and regional policies)

* Identification of impacts is complex due to diffetespatial scales of environmental
outcomes and RDP implementation regions

* There are gaps in data and existing data suffers érrors

 Data may be difficult to obtain and use due todigdata storage choices and other
restrictions

» Evaluation capacity within Member States is lacking

2 The baseline study can also be used as a basi®del the counterfactual similar to the constructid a
baseline, or business-as-usual scenario in exHapi@ct analysis.
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Many of these problems were mentioned in stakehdlierviews. A predominant factor
standing in the way of using counterfactual analysas the lack of data. The lack of data
was often reported due to restrictions on data pi®jenting, for example, farm-level data
from being used. A significant factor was relatedthie lack of true impact indicators and
baseline studies or monitoring data to provide rimi@tion for counterfactual analysis.
Stakeholders also complained that there is no kexyd of the vast amount of data sources,
and that there are problems and significant castbated to merging the data for impact
analysis. Only in a few cases were there issuesectto evaluation capacity in the member
states, and many welcomed the idea to have a gredamanual to best practices to

counterfactual analysis in conjunction with a comiitxed data source.

4 Current Applications of Counterfactual Analysis in RDP

Evaluations

We review the reported use of counterfactuals & riecent RDP evaluations in Austria,
Finland, France, Germany, Great Britain, Greecendauy, lItaly, Lithuania and the
Netherlands. More specifically, the focus and piyoof the review was given to reports in
the following order:

)] 2007-2013 Ex-podievaluation results, 3 cases with a counterfactaéwed,

i) 2007-2013 Mid-term evaluation, 39 cases with a tefisctual reviewed,
i) 2007-2013 Strategic Environmental Assessment, @scasth a counterfactual

reviewed,
iv) 2000-2006 Ex-post evaluation reports, 26 casesavithunterfactual reviewed,
V) 2000-2006 Mid-term evaluation reports, 3 cases witlounterfactual reviewed,

Vi) Other relevant RDP evaluation reports, 8 cases avidthunterfactual reviewed.

We report the use of counterfactuals when it hanlstated explicitly in the evaluations.
Thus the accuracy and specificity of the originaaleation reporting drives our review
results. Generally, the description of counterfactnethods and impact indicators is rather
vague in national evaluations. Of the methods duoed in the next section of this report,
none are explicitly mentioned in the evaluatfomsaking the assessment of typical methods

used difficult. Michalek (2012a) reports a simitmsessment, stating that 75 per cent of RDP

* At the time of writing these reports represent nuost-Mid-term evaluations, rather than fully fledgex-post
evaluations since the programme period is stillodmg,.

* The only explicit indications of methodologies ajeen in Hungary (simple significance testing besw
groups) and France (disaggregate analysis).

11



Mid-Term Evaluations assess impacts without refeeeo counterfactual analysis, and naive

evaluation techniques reigned in the previous @nogne period impact assessments.

In table 1 we have listed the number of evaluatiith reported counterfactual assessment
by affected public good and country. In the evatuateports of Finland, Greece and the

Netherlands the use of counterfactuals is not raeatl, and is thus missing from the review.

Table 1 Number of impact evaluationswith counterfactual analysis by public good categories

Country | Climate | Water Biodiversity: | Biodiversity: | Soil Landscape | Animal Total
quality wildlife HNV welfare

AT - - - - - - 1 1

Fl - - - - - - - -

FR - 2 2 2 2 - 5 13

DE - 6 4 - 6 1 - 17

UK 2 1 1 1 - - - 5

EL - - - - - - - -

HU - - 1 - - - - 1

IT 4 10 5 2 2 4 10 37

LT - 1 1 1 1 1 - 5

NL - - - - - - - -

Total 6 20 14 6 11 6 16 79

Table 1 shows that counterfactual analysis has loeeducted for all the relevant public
goods. Italian evaluations have most often beeanribesl to have a counterfactual approach,
and are the only ones covering all the public gdodone country. Water quality, wildlife
and, slightly surprisingly, animal welfare are ttblic goods most often evaluated with a

counterfactual approach, both within and acrosstlmtries under comparison.

Table 2 lists the counterfactual approaches regortehe reviewed evaluation repdrtShe

types of counterfactual analysis methods are d¢ieddoroadly into four categories: with-and-

®> Appendix A describes more specifically the evahmaidocuments using counterfactual approacheséoh e
public good, including information on the evaluategasure, type of environmental impact indicatogdys

reported sources of data and the reported methggalod control group used to construct a countarédc

12



without, before-and-after, quantitative modellingndanot specified. With-and-without
comparison is the typical reported approach, bateths little knowledge of the specific
methods used to construct a counterfactual. The comsprehensive counterfactual type (see
section Double-difference methods (DD)) which camelsi with-and-without and before-and-
after has not been reported. The general vaguefesported methodologies and Michalek’s
(2012a) previous findings suggest that naive cofat®ial estimators are prevalent in the
evaluation reports. Naive control group formatioaswypically reported in evaluations on
impacts to animal welfare and landscape, whereasigxperimental control groups, or non-
random treatment assignment was reported ofterthier goublic good evaluations. Random
experiments were less often observed, however, thghexception of water quality impact

evaluations in Germany.

Table 2 Reported type of counterfactual approaches applied in reviewed RDP evaluation reports

Type of counterfactual approach applied
Public good With and without | Before and after | Quantitative | Not Total

comparison comparison modelling specified
Climate 4 - - 2 6
Water quality 13 - 4 3 120
Biodiversity: wildlife | 9 - - 5 14
Biodiversity: HNV 2 - - 4 6
Soil 7 - 4 - 11
Landscape 6 - - - 6
Animal welfare 12 4 - - 16
Total 53 4 8 14 79

The most often evaluated RD measure using a cdaoteal approach is 214Agri-
environment paymentse. asetof sub-measures rather than single sub-measw@@scing
problems in disentangling individual measure effedthe downside of this approach is the
inability to assess a single measure’s impact #indescy as a part of the set of measures. In
most evaluations a reference to CMEF indicatorgiven, but the actual indicator and its
environmental impact are often not clearly reparfEdus a challenge remains to promote

more rigorous execution of CMEF guidelines. FurtiekDN and IACS data are the most

13



often reported data sources for analysis, but #wgpomal database category may include

FADN and IACS data but not be clearly stated indhaluation report.

From the relatively small number of counterfactajgplications and the lack of specificity in
reporting in current evaluation literature it isd@nt that there are still major challenges for

the RDP evaluation literature to provide transpiaagnl more accurate impact assessments.
5 Main Methods Using Counterfactual Analysis

In the following we briefly introduce methods usalplrimarily in ex-post impact assessment
including examples on RDP-related literature, arstubs the methodological requirements
on available data for further studies. We alsoflyriexplore ex-ante and qualitative impact

analysis, their approaches on alternate, countedbworld views, and data requirements.
5.1 Quantitative Impact Assessment M ethods

Non-experimental evaluation methods make diffe@sgumptions on the type of sample
selection bias, as self-selection, i.e. voluntaaytipipation, to the programmes is allowed
(Khandker et al., 2010, Pufahl & Weiss, 2009). Teader should refer to literature for a
more elaborate discussion (e.g. Wooldridge, 2002angiker et al., 2010) and step-wise
instructions on method application (Khandker et 2010; Michalek, 2012a on PSM-DD
method).

5.1.1 Propensity Score Matching (PSM)

The PSM method constructs a counterfactual assuthatghe statistical distributions of the
basic characteristics of programme participantsraordparticipants overlap, i.e. they are not
from two distinctly different populations. Progrararparticipants are statistically matched
to characteristically similar non-participants @ajaulating a propensity score for each pair of
observations. The average difference between #@etell group and the matched control
group represents the ATT of the evaluated programoldridge, 2002; Caliendo &
Kopeinig, 2008; Khandker et al., 2010).

As with any statistical method the availability amggality of data greatly affects the
applicability of the method. Caliendo and Kopein@008) note that successful PSM
application requires understanding the form of darsplection, i.e. the analysts should know
and have information on all the characteristice@fhg self-selection to a programme (for

example the existence of traditional biotopes atfdrm and the uptake of non-productive

® Multiple methods of matching exist in the litenatusee Khandker et al. (2010).

14



investment support). Conversely, PSM is less usefutases where it is likely that the
programme participation decision depends on cheniatits with little or no information
available. Based on earlier literatGr&khandker et al. (2010) recommend data for PSM
studies to be taken from a single source includiogervations from programme participants,

those potential for participation and non-particifsato avoid measurement errors.

5.1.2 Double-difference methods (DD)

The double-difference method family, also nameded#ihce-in-difference or DiD in the
literature, allows for unobserved characteristiffecting self-selection into the evaluated
programme (Khandker et al., 2010). The degreeeddom allowed by the model comes at
the cost of additional data requirements. More i§jpally, panel data on programme
participants and non-participants is required fraime time before and after its
implementation. By assuming that the unobserveessétction characteristics are stationary,
the before-and-after comparison theoretically reis the bias. In other words, the DD-
method assumes that over the programme period &éngimal change in the environmental
indicator would be the same for both participantsd anon-participants without the
programme. The marginal change in the environmemndicator for the non-participant
group, which is available in the data, is then adethe initial status of the participant group
to provide the counterfactual. Thus the DD-methssguaes that one, the selection bias is

additive, and two, the bias does not vary overthauation period (Khandker et al., 2010).

The assumptions may not hold if the programme ligetad or exogenous shocks have

affected the participant and non-participant grodifferently. To improve the DD method it

is possible to combine it with PSM to exploit th@vantages from both methodologies by

estimating the treatment effect between the ppditis and matched non-participants (see
e.g. Michalek, 2012a). However, this approach meguimore extensive data on the

population characteristics, both before and after gfrogramme implementation. It is also

possible to adjust the DD-method to exogenous shdoking the programme period if data

on a more normal period of time on the same indiaig is available (Khandker et al., 2010).

To use a DD approach Khandker et al. (2010) adWseaise of balanced panel data, i.e. data

from the same individuals, from the time before aftdr the programme.

" Heckman J, Ichimura H, Todd P (1997) Matching msEaonometric Evaluation Estimator: Evidence from
Evaluating a Job Training Programnieview of Economic Studiéd (4): 605-54.

Heckman J, Ichimura H, Todd P (1998) Matching a&eonometric Evaluation EstimatdReview of Economic
Studiess5(2): 261-94.

Ravallion M (1998) Evaluating Anti-Poverty Progranmia Handbook of Development Economie®l. 4..
Schultz T, Strauss J (Eds.) North Holland. Amsterda787-3846.
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Pufahl (2009) compared the PSM-DD approach toraterparametric regression techniques
finding no large difference in the model performanoetween the compared methods.
However, static parametric models significantly m&timated impacts compared models
taking time explicitly into account. Pufahl (200®)tes that the matching procedure is simple
to understand, an important aspect when explaittiegresults to policy makers and the
method can handle unbalanced numbers of partiGgpeminpared to the number of non-
participants where parametric methods may strudgtfi® and PSM-DD approaches can also
handle multiple environmental indicators in the lgsia, while separate models for each
indicator are required for parametric approachdss &dvantage obviously grows with the
number of indicators specifying the environmentapact. Finally, in contrast to a simple
parametric approach, the matching procedure altowsmpture differences in environmental

impacts due to different farm and regional charzsties.

Michalek (2012a) proposes the use of PSM-DD mettmdanswer the EC Common
Evaluation Questions with an example of using thethod in Slovakia to assess the
SAPARD programme impacts using FADN data and inn@ery (Schleswig-Holstein) to
assess the AFP programme impacts using natiomalldapnk-keeping data. Michalek (2012a)
finds that using proper statistical methods provideidence for discarding the use of biased
naive estimators. However, this puts pressure endtdia availability and quality. As a
concluding thought the author reminds that’Hile quantitative methods are advantageous
for estimating and comparing net-impacts of varidRB® programmes they should be
complemented with qualitative methods that are \eglpful to answer questions: WHY?
these effects occurred/not occurred in a given ntada. A right combination of those both

approaches appears therefore decisive for improtregquality of evaluation studies

Pufahl and Weiss (2009) assess the treatment fédcparticipating in agri-environment
programmes in Germany using a combined PSM-DD a&mbroThey use a privately owned
book-keeping database (LAND-Data) of some 32,08@d$ahat includes information on area
under cultivation, sales, labour, capital endowmefarm chemical purchases and
participation in the agri-environment programmeeTdata does not allow distinguishing
between the effects of single agro-environmentahsuees. Pufahl and Weiss (2009) assess
the environmental impact through multiple proxi€key find the area under cultivation and
grasslands to be higher at participant farms. ltaesdensity and expenditures on fertilisers
and pesticides are, conversely, significantly lowath participation. The authors call for

more specific farm-level data to assess to whezegthsslands have expanded. This request

16



reflects an important factor in impact assessmg&here does the impact occur. As the used
and available environmental indicators are contatsito rather than pure environmental
impacts, spatial accumulation of effects and emvirental impact models gain importance.
Finally Pufahl and Weiss (2009) remind that theultssof the PSM-DD approach is
dependent on assumptions to which theory has gjittidance, and the matching method often
loses many observations from the analysis. Thuslaamg the method, as with any

statistical approach, requires care and a largagindataset.

Chabé-Ferret and Subervie (2013) also use PSM-[QPoaph to assess the impacts of five
separate agro-environmental schemes (AES0201 arf802®> promoting crop rotation,
AESO0301 cover crops, AES04 grass buffer strips, AB&21 organic farming) in France.
Data for analysis including 400 to 3,000 particiggadepending on the scheme and 60,000
non-participants are compiled from multiple sourdbe statistical services of the French
Ministry of Agriculture, administrative agri-envinmental scheme participation information
and agricultural census data. The authors stateléta compilation required multiple steps in
the absence of concise, readily available data leisaith the PSM-DD method.
Environmental impacts of the agri-environmental esnhs were assessed using specific
outcome indicators for each scheme: crop cover, desgth of buffer strips, main crop
cultivation area and its share of total usable larabea, number of crop types cultivated, an
index of crop evenness, and the land areas oneing bonverted to organic farming. Chabé-
Ferret and Subervio (2013) find that the studiesh-@mvironmental schemes in France have
promoted environmentally friendly practices. Thehaus study also crossover effects, i.e.
joint effects of participating in two or more AESB)ding them insignificant. In essence the
result eases the analysis as impacts calculate@don AES need not take into account
participation to the other four AESs. For futurerlwthe authors call specifically for a spatial

analysis of treatment effects and resulting sdmealefits.

5.1.3 Instrumental variable methods (V)

Instrumental variables estimation is an optiondonstructing a counterfactual if unobserved
characteristics affect programme participation. fsrumental variable approach hinges on
the existence of an applicable instrument — a k&iaincorrelated with the unobserved
characteristics, but correlated with the probapildf participation to the programme

(Khandker et al., 2010). With a good instrument ¢valuation bias caused by unobserved

characteristics decreases markedly. IV estimatam also be used in a panel setting, thus
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taking into account unobserved time-related effebetween participants and non-

participants.

Finding suitable instrumental variables in econoioeanalysis is often difficult. If the
instrument correlates with individual charactecsti observed or unobserved, related to
programme participation the counterfactual willdased, just as it would with a more naive
estimation method. A similar effect occurs if tlestrument has only low correlation with
programme participation. The quality of the instamhin the estimation stage can be
established with tests available in most economeatritware. Primarily, though, the choice

of instrument should have a logical explanationtf@ correlation with participation.

It should be noted that the IV method construcesdbunterfactual to the likely participants
of the programme instead of the actual participastsn the PSM and DD methods. This
distinction is due to the instrumental variable, the proxy for participation, not predicting
participation perfectly. Khandker et al. (2010) mathis treatment effect as ITT — intent-to-
treat effect and introduce also other treatmergot$f present in the literature. It still remains,

though, that the evaluator should be very confidenthe used instrument’s applicability.

Khandker et al. (2010) note that the programmegdeand its implementation rules may
provide exogenous instruments that correlate waltigipation highly but less so with
unobserved characteristics. In RDP impact evaloatiee set rules for participation may
provide a source for good instruments. This apgraadurther discussed in the next section
when we discuss the regression discontinuity method

5.1.4 Regression Discontinuity design (RD)

Regression Discontinuity (RD) method exploits imf@ation on the rules of voluntary
programme participation (Khandker et al., 2010)e Thles provide a distinct cut-off point
below which participation is not possible. Compgrparticipants, eligible and non-eligible
non-participants in the same neighbourhood, i.ey wdose to the cut-off rule above and
below, provides a way to overcome unobserved fac@reenstone and Gayer (2009) note
that the frequent use of the RD method for impaetysis is largely due to the transparency
of eligibility for treatment. For example in the RDsetting, spatial rules can be applied
including farms close to the border that definagilality to LFA support. A non-spatial
example is a case where programme eligibility {gethelent on the number of livestock units.

The RD approach is vulnerable to bias if the adstiative rules bend in practice or they

change over the evaluation period (Khandker et 2010). Another issue in regression
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discontinuity approach is that the number of obmsons may be limited in the
neighbourhood of the eligibility rule. As the methestimates impacts at the margin, or the
cut-off point determined by the eligibility rulehe counterfactual applies to a subset of the
whole population. In essence, the impacts estimadesl strictly applicable at the
neighbourhood of the rule, and may not be genetaks(see Khandker et al., 2010 and
Lukesch & Schuch, 2010, for further discussion).

5.1.5 PipeineMethods (PM)

The Pipeline Method (PM) can be used in conjunctdmRD methods as a special case when
programme participation is delayed due to, for gxambudget constraints (Khandker et al.,
2010). In the PM approach, information on potenteticipants to the evaluated programme
are used to construct the counterfactual. Potepéglcipants are identified as they enter the
gueue, the pipeline, to participate in the programirhis information is then applied in the
RD framework to provide a more accurate counteutdctThis approach needs available
detailed information on the programme applicantsl d@ne time of acceptance to the
programme. If environmental monitoring data on thetential participants is readily

available, the RD+PM method can be very suitablRD¥P impact evaluation.

5.1.6 Structural approaches

The methods discussed thus far have been reduced dpproaches, that is, we have
estimated the treatment effect without assuminguetsire in the causal chain. Reduced form
econometric modelling approaches are not the omly to assess a counterfactual in impact
analysis. A structural model builds on economiotiigo create a framework of causality,
which can then be tested using real-world data. Jthectured form can help to identify
policy impacts when there are a number of poliai#scting the assessed outcome (Khandker
et al., 2010). The structural approach is relatedqualitative methods that assess the
mechanisms of the programme. Instead of a desaiptiechanism description, a structural

approach takes a definitive, mathematical appré@aciause-and-effect relations.

Nauges and Laukkanen (2011) provide an examplst, Birey construct an economic model
explaining the rationale behind the technologickmion and then an empirical econometric
model assessing the impacts from no-till farmingufyes and Laukkanen (2011) use FADN
data compiled with national weather and fixed-apsee index data for the analysis. They
use a two-stage econometric model controlling &f-selection explaining the differences

between the adopters of no-till and conventionainé&s. To assess the environmental
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impacts Nauges and Laukkanen (2011) use tranghetifuns from earlier national literature
concerning nutrient and herbicide run-off. The awhfind that no-till farming decreases the
run-off of both nutrients and herbicides and sugdbat programmes endorsing no-till
farming should be targeted for best effects.

5.1.7 Economic modelling and simulation

The structural approach to statistical/econometnanterfactual analysis is connected to
economic modelling and simulation. Computable Ganétquilibrium (CGE) models,
regional econometric and input-output models canubed to generate counterfactuals
(Michalek, 2012b) not only for ex-post, but also &x-ante impact evaluation. Especially in
ex-ante analysis, economic models predicting ingpaein be very helpful. The economic
models are less dependent on issues such as ssehgidéon, as the models assume rational
economic actors. However, the models need to tate account all the factors affecting
programme uptake probability, and, in the case mfirenmental impact assessment, the
environmental impacts of a shift in farming praeticas required by the evaluated RDP
programme. Constructing a detailed model that wowdflect reality may be difficult
therefore as there are many factors affecting faeeisions, farmers across Member States
are heterogeneous and the environmental impactaaralways straightforward to assess.
Computable General Equilibrium (CGE) models canntmdified to tackle the economic

impacts of new policies, but may be cumbersome.

Regina et al. (2009) provide an example of an dg-anpact assessment of greenhouse gas
mitigation measures using a CGE model for Finnighcalture. Two scenarios up to year
2020 are compared: a baseline scenario with projeciof agricultural product market; and
another scenario where agricultural land area stramed, the area of organic soils in
production is reduced and the use for grasslande&sed, and biogas production is
supported. The study finds that of all measuressdtargeting the cultivation of organic soils
are most effective in reducing emissions. Furttiex,model predicts that the crop production
patterns would change, possibly affecting the ss&ad other programmes in addition to

other economic and societal reverberations.

518 Spatial analysis

The methods introduced before are often used witbpplicit reference to the spatial nature
of policy impacts. The spatial dimension has midtipoints of contact with counterfactual
impact analysis. Lukesch and Schuch (2010) reniat‘the complexity and site specificity
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of potential environmental impacts of RD programpibe identification of control groups
and the establishment of a situation with and withthe programme in place are very
difficult. Moreover the lack of clear systemic bersl of effects may lead to less reliable
results in both the test and control group&actors explaining participation to the evaluated
programme may not appear clear from basic farmssta, but even a simple mapping of
participants and non-participants in relation toviemmental conditions, soil type, other
programme implementation regions etc, may giveisogmt clues and improve analysis.
Further, GIS mapping of environmental impacts ipanant; it may be that the spatial
distribution of participation reveals impacts tlaae centred or too widespread to have the
intended effects. In the stakeholder interviewwats reported that a simple GIS approach
revealed in Scotland that some measures were ¢argétireas with little or not even possible
desired effects. A number of studies suggest efiicy gains from improved spatial targeting
of policies on non-market (public) goods (Van desr$d, 2007), and that there have been
few, if any, case studies on agri-environmentaksuds. Van der Horst (2007) continues that
proper modelling programme participation requiretaded farm-level data and includes data

on non-economic motives.

All of the methods introduced earlier can be amdngéh spatial information. A rigorous
spatial analysis comes, however, with the additibneden of increased data requirements on
areas with relatively few observations for statesticomparison of participants and non-
participant8. Randomised data collection may overlook smaltigp@reas and very popular
programmes may lack a control group. Combined enwirental and economic modelling,
while not being as dependent on many observatioetgjires more complex modelling
approaches. For example, Fezzi and Bateman (2@bhEfract a structural spatially-explicit
model on English and Welsh land use and produgigtterns. They find that, while some
agricultural statistics are abundant and even ngmene data may be less refined, which in
turn requires the simplification of the model. Tiesulting model shows that policy impacts
related to the Water Framework Directive &ighly spatially heterogeneoushus giving
weight to taking the spatial dimension into accaalsb in ex-post RDP evaluations.

Adding the spatial dimension to the econometriclyaig imposes also a non-trivial data
requirement; a particular challenge is to acquiveugh observations that cover the spatial

variation of environmental outcomes and local cbads. Environmental data is, fortunately,

8 E.g. if spatial variation is included in a matahiprocedure (PSM and PSM-DD), the matching may @rov
difficult for very specific definitions of similaobservations. However, as spatial data comes asl@ition to
other statistical data, it should not make evatuathore difficult, but rather enable additionaliops.
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increasingly mapped and even a simple mapping efddta and results of a non-spatial

impact analysis may reveal hidden patterns andatitias.
5.2 Qualitative Approachesto Impact Analysis

While impact analysis concentrates on methodspfatide quantifiable ex-post and ex-ante
impact evaluations, qualitative methods also eXigualitative assessment is unable to give
tangible impact analysis as Khandker et al. (20, but has the ability to create a logical
view of the factors affecting the impacts. As Ledimd.) states, the systematic identification
of the mechanisms, the links between cause andtefié a programme and its outcomes
opens up the ‘black box’ of impact evaluation emablbetter understanding of the

programme effects.

Theory Based Evaluation (TBE) is an example of @itative approach to impact evaluation.
The theories are essentially the logic or reasonfman intervention policy as understood by
those who make, implement and are affected by dtieyp Leeuw (2012) describes TBE to
have both a conceptual and an empirical compon&né conceptual component first
develops a model of a programme that describes uinderlying mechanisms. The
mechanisms are not limited to statistics, but idelualso thought structures and logic
frameworks. The empirical component then studiesctusality of the programme and the
outcomes. Counterfactual analysis is also possidien no statistical data is available.
Leeuw (n.d.) notes that TBE can contribute to tenftion of counterfactual for example
using a counterfactual history approach, expertgnueht and hypothetical ‘what if’
guestions. Common to these approaches is the ieneng of as many experts as possible to
provide the most likely counterfactual state of Mot.eeuw (n.d.) also recommends the use
of contribution analysis that extends the theorgltdnge approach to TBE, discussed briefly
below.

The theory of change method is based on the cortbeptpolicy evaluation is difficult

mainly due to the “poorly articulated” argumentslartying policy choices (Leeuw, n.d.).

The method requires that the evaluator is in clomstact with the stakeholders from the
beginning of the programme design, so that thecwddiion of each step leading to the
intended outcome can be argued and identified. §tiepes describe the use of the method. In
the first step, the final desired outcome need®doagreed upon, being mindful that the
timeframe between the desired outcome and the amoge period may differ. In the second

step, the intermediate outcome after the programenied is agreed upon with respect to the
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ultimate goal. In steps three and four, the prognenmplementation methods and outcome
targets are further divided into manageable paith stakeholder discussion. In the final
step, resources to achieve the goals with chosplementation methods need to be assessed
and adjusted. Impact evaluation with the theorgluinge method requires that the logical
framework built earlier is accepted by the stakdbd to represent the actual state of the
world and logic. With a clear definition of stepsonitoring methods and intended outcomes,

the impacts can be evaluated also during the progeimplementation (Leeuw, n.d.).

Contribution analysis extends the theory of chamgéhod. Instead of defining a strict causal
relationship between the evaluated programme amtdommental outcomes, the aim is to
gather evidence that decreases uncertainties artedporogramme contribution to the

observed change. A contribution story is centrah®method. The story compiles links and
assumptions of programme implementation and impdttalso shows the evaluator the
factors that are little known and, possibly, underentific debate or subject to multiple

theories, or programmes. The contribution storitdesated with the acquisition of new and
existing empirical evidence. Empirical data is eoted usindey informant interviews, focus

groups and workshops and case studiessuw, n.d.).

5.3 Review of Methods

In table 3 we have reviewed the introduced methigtiag the general idea of each method,
the issues they address, and key challenges obemaitation. The most preferred way of
evaluation is a quantitative approach given that dists. In cases where programme
participants and non-participants are likely to énaa similar development during the
programme period, simpler methods can be usedotiigtaddress sample selection issues.
When this is not the case, panel data, i.e. datrdeand after the programme
implementation, is required for constructing a @mopounterfactual. Also, if a programme
encompasses the whole population, methods using-gdatea (i.e. DD and panel-1V analysis)
are required. If data is non-existent, one musbrteto qualitative methods, including
stakeholder interviews and expert opinion survéygroper approach to impact evaluation
would begin before the implementation of a programwith a qualitative assessment
providing a basis for a more structured quantieatwnalysis after the implementation. This
approach would also provide a basis for monitoapgropriate environmental outcomes at

the chosen observation areas, and thus a moreaée@uralysis in the end.

Table 3 Methodsfor counterfactual analysis reviewed
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all

M ethod Approach I ssues addressed Challenges
Propensity Matches participants tc Sample selection. Data needed on all factors affecting
score similar non-participants programme participation: suffers from
21561;; hing, for statistical analysis. unobserved characteristics.
Data required from both participants and
non-participants.
Double Compares the netSample selection; Assumes similar development of
difference change of unobserved characteristics between participants and
methods, DD , . - .
environmental outcome characteristics. non-participants over time.
over time for both
participants and non-
participants. Data required from both participants and
non-participants before implementation and
at the time of evaluation.
Combined Matches participants t« Sample selection Data required from both participants and
PSM-DD similar non- unobserved non-participants before implementation and
participants, compare characteristics; at the time of evaluation.
environmental  statu: varying group
before and after the effects over time.
programme.
Instrumental Uses an instrument toUnobserved Finding a suitable instrument and data for it
variables explain participation to

regression, 1V

Regression
discontinuity
design RD

Pipeline
methods, PM

"~ characteristics.
the programme, which

is unrelated to the
unobserved factors.

Compares participant Unobserved
and non-participant: characteristics.
close to the borderline

of

an  programme

eligibility rule.

Used as an addition toUnobserved factors;
RD,

information

employs provides a more
on specific

potential  participants counterfactual than

is difficult and may not work universally

across member states.

Natural cases with discontinuities may be

difficult to find in RDP programme

evaluation.

Generalising the results to participants and
non-participants not close to the eligibility

border may be non-trivial.

Natural cases with discontinuities may be

difficult to find in RDP programme

evaluation.
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Structural

approaches

Economic
modelling and

simulation

Qualitative

approaches

queuing to the RD.

programme.

A theoretical Explicit controls on
framework for other affecting
programme policies; other
participation is issues depend o
formulated and tester chosen  statistica
empirically. approach.
Construction  of  a Explicit controls on

causal economic modelall participation

including incentives to decision variables;

programme varying group
participation and effects over time;
environmental enables ex-ante
outcomes. analysis.

Number of approache Causal relationship:

establishing cause between intendec
relationships  betweel environmental
programme impacts and
participation and programme

environmental participation on a

outcomes. general level.

Applicable only in cases where a queue to

participation exists.

Generalising the results to participants and
non-participants not close to the eligibility

border may be non-trivial.

Constructing a theoretical framework from
scratch requires time and expertise. Existing
should be for

frameworks checked

applicability.

A simple model may not represent reality
adequately, while a working complex model
is very time-intensive to construct. Needs

validation with real world data.

Needs statistical analysis to provide exact

results.

For best applicability, should be conducted

before programme implementation to

provide a basis for evaluation.

6 Recommendations

Based on literature reviews of methodologies andieeaevaluations and stakeholder

interviews, we recommend the use of well-estabtistpgantitative methods such as the PSM

and PSM-DD for environmental impact assessmentDPRsimilar to Lukesch and Schuch’s

(2010) recommendations. Both of these methods gwarcome the biases suffered by naive

estimators given that sufficient information existsthe control group (i.e. non-participants)

and time-related factors. A time-related factorfas example, what Lukesch and Schuch

(2010) describe as a deadweight effect, the momemtuearlier decisions from both non-

participants and participants affecting the envmental outcome during the programme
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period, also mentioned as a problem by some st#detso As such, it is important that
baselines are created before the implementatiaan mbgramme to ensure an easier way to
construct a counterfactual, already recommendethén CMEF Guidance notes (CMEF
Guidance note B — Evaluation guidelines, p. 5) aodely called for by stakeholders.
Baseline estimations at regular intervals for trumpact indicators would enable
counterfactual analysis (DD) even in cases wherst flaoms are participants and deadweight
of earlier programmes carry over to the evaluaperiod, again a serious problem reported
by stakeholders. For forming a baseline, the Gudarotes recommend either a qualitative
SWOT analysis or other type of quantitative ex-aaalysis. In the case of ENVIEVAL
WP6 ex-post public good evaluation case studiestiagi baseline studies should be looked

for, but may not exist.

The spatial structure of farm-level programme ameoptand the areas where the
environmental impact occurs should also be givéentbn as also discussed by Van der
Horst (2007) to provide better guidance on targefiture policy actions. The statistical
methods for counterfactual analysis can be amewdatadspatial information. GIS-based data
are valuable information to impact evaluation asytban improve and reveal challenges in
the formation of counterfactuals. We thus recomm#rad relevant spatial information to

each public good case be reviewed and added anddgsis.

We recommend ENVIEVAL WP6 public good case studistg a counterfactual analysis

method to address issues related to:

i) chosen counterfactual method versus other methgaalooptions
i) innovative control group formation and related daiarces
iii) identifying a baseline or if impacts vary over érfor control group and related

data sources (literature /own assessment)
iv) location and patterns of resulting environmentagbacts in relation to the study
area
V) location and patterns of participants vs. non-pgudints
Vi) other intervening programmes or developments affggbrogramme uptake or
environmental impacts in the study area
vii)  generalisability of results (micro/macro/local/regal/national)
In most current evaluations, the data used conws Bources that should be available in
Member States, e.g. FADN and IACS data. Environalemtonitoring data, also in GIS
format, is available in member countries to somemx e.g. Natura 2000 network reports,
Farmland Bird Index data, and reports related ¢oitiplementation of the Water Framework

Directive and Marine Strategy Framework DirectifeCMEF evaluation questions could be
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linked to these data consistently for each typputdflic good, it would enable a more uniform
and explicit way of assessing impacts. This, howenegjuires that suitable data sources are
identified, causally linked to each other, and nameid frequently. The discussions at the
stakeholder workshop and findings of the stakehotdasultation highlighted the need for
more environmental monitoring data which consider $pecific data requirements of RDP
evaluations. In addition, the use of counterfactw@aidd the construction of control groups are
often hindered by a lack of data for non-particisarGenerally, a GIS-platform would
provide a common base for statistical data stoesgy to collate for further analysis. Many
stakeholders found the current mass of data edfffecult to grasp or, worse, difficult and
expensive to merge not least due to restrictiordaba use. Thus it would be very important

to develop such a common platform for data.

Generally, impact analysis could also benefit froging qualitative approaches early on in
policy/programme design. Programme design with rclegefinitions of intended
environmental outcomes, usable indicators and mong data, and programme design
should enable a platform for common analysis medlogy, while also providing a

transparent and logical framework for policy design
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8 Appendix A

In the following tables 4 through 10 we list, bybtio good, evaluation reports using a
counterfactual approach including information ore thvaluated programme or measure,
reported impact indicator, type of counterfactuahlgsis, and data sources. The types of
counterfactual analysis methods are classifiedddyaato four categories. unknown, with-
and-without, before-and-after, and combined witd-amthout and before-and-after
approaches. Control group formation in the couatgual analysis are also reportedaar
categories. unknown, naive (no plan of data sampling), qexgierimental (non-random
treatment assignment), and experimental (randoratnent assignment). Data source
categories are divided intex categories. unknown, FADN, IACS, case study (includes

surveys), prior literature, and national databdaed a possible descriptor).

Table 4 Counterfactual analysisin climaterelated impact assessment

Country | Report Programme | Impact indicator Type of | Control Source of
or measure CF group data for
analysis | formation the CF
UK, MTE 2007-| 214 Indirect result and Unknown | Unknown Prior
England | 2013 output indicators literature
UK, MTE  2007-| 221 Indirect result and Unknown | Unknown Prior
England | 2013 output indicators, some literature
reference to CMEF
IT, EXP  2000-| 214 H / 1| CMEF, average annualwWw Quasi- FADN
Veneto | 2006 Sub 1(9.1) | net carbon storage from experimental
2000-2012
IT, EXP  2000-| 214 H /I CMEF, trend in averageWw Quasi- FADN
Veneto | 2006 annual net carbon experimental
storage beyond 2012
IT, EXP  2000-| 214 H /1 CMEF, net carbonWwW Quasi- National
Veneto | 2006 storage  with  fossi experimental| database
origin, storage between (Private:
the 2000 - 2012 AIEL)
IT, MTE 2007-| 221 Reduction of CO2WwWW Quasi- FADN
Veneto | 2013 emissions equivalent experimental
MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison
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Table 5 Counterfactual analysisin water quality related impact assessment

Country Report Measure or | Impactindicator | Type of | Control Source of
Programme CF group data for the
analysis | formation CF
DE, MTE 2007-| 214, CMEF, change of WW Naive National
Rheinland- 2013 environment- | nutrient  balance database
Pfalz friendly (GNB) and (GNB)
agriculture pesticide use
and organic
farming"
DE, Baden-| MTE 2007-| 214, Animal stock| WW Experimental| IACS
Wirttemberg | 2013 extensive density, LU/ha
grassland
management
DE, Baden-| MTE 2007-| 214 N-B1:| Animal stock| WW Experimental| IACS
Wirttemberg | 2013 extensive density, LU/ha
grassland
management
DE, Baden-| MTE 2007-| 214 N-B2:| Animal stock| WW Experimental| IACS
Wirttemberg | 2013 extensive density, LU/ha
management
of permanent
grassland
DE, Baden-| MTE 2007-| 214 N-B3:| Animal stock| WW Experimental| IACS
Wirttemberg | 2013 grassland density, LU/ha
management
in
mountainous
areas
DE, Baden-| MTE 2007-| 214 N-D2:| Animal stock| WW Experimental| IACS
Wirttemberg | 2013 organic density, LU/ha
agriculture
UK, England | MTE 20074 214 CMEF,  surplug Unknown | Unknown Prior
2013 nutrients per ha literature
pesticide
application, and
result (6b) and
output indicators
(indicators 34, 35
36 & 37)
IT, Veneto EXP  2000{ F 2,3,| CMEF, ww Naive FADN
2006 Integrated unirrigated  areg
farming, percentage
Organic
agriculture
IT, Veneto EXP 2000t F 9, Set asidg CMEF, WWwW Naive FADN
2006 unirrigated  ares
percentage
IT, Veneto EXA 2007- 214 CMEF, change of WW Quasi- FADN
2013 nutrient  balance experimental
(GNB)
IT, Veneto EXA 2007- 214 Nitrogen loading WW Quasi- FADN
2013 measure experimental
IT, Veneto EXA 2007- 214 Nitrogen loading WW Quasi- FADN
2013 measure experimental
IT, Veneto EXA 2007- 214 Phosphorus WWwW Quasi- FADN
2013 loading measure experimental
IT, Veneto EXA 2007- 214 Phosphorus WWwW Quasi- FADN
2013 loading measure experimental
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IT, Veneto MTE 20074 214B,C, E CMEF, reductiohnWW Quasi- FADN
2013 of nitrogen and experimental
phosphorus
surplus in the
areas of
intervention
IT, Veneto MTE 20074 214 C CMEF, reduction WW Quasi- National
2013 of "risk index" experimental| database
resulting from
pesticide
application
IT, Veneto MTE 20074 214 A CMEF, wooded Unknown| Unknown National
2013 buffer strips database
LT EXP  2004-| 212 and 21% | Water pollution WW Naive IACS
2006
FR MTE 2000-| Gestion deg Proportion of| Unknown | Naive National
2006 ressources enparable land with database
eau less than 17( (PDRN,
kg/haly nitrogen RICA
fertiliser monitoring)
FR MTE 2000-| Gestion deg Proportion of| Unknown | Naive National
2006 ressources enarable land undef database
eau organic farming, (PDRN,
integrated RICA
production, and monitoring)
pasture with les$
than 2 LU / ha

MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison

Table 6 Counterfactual analysisin wildlife related impact assessment

Country Report Measure or | Impact indicator | Type of | Control Source of
Programme CF group data for the
analysis | formation CF
DE, EXP 2007-| 214-A3 Breeding succegsWww Quasi- Case study
Brandenburg| 2013 of meadow birds experimental
DE, EXP 2007-| 214 Indicator plant] WW Quasi- National
Brandenburg| 2013 species experimental| database
(habitat
directive
monitoring),
IACS
DE, Baden-| MTE 2007 -| 214 Agricultural  and| WW Quasi- IACS
Wirttemberg| 2013 forest area under experimental
support,
agricultural and
forest area under
management
contributing to
biodiversity  and
HNV
DE, Lower| EXP 2007 -| 121 Change in WW Quasi- IACS
Saxony 2013 grassland area experimental
HU EXP 2000-| 214 Presence of WW Quasi- National
2006 common bird experimental| database

® Same counterfactual analysis was used for botisunes.
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species (BirdLife
Hungary
monitoring
network)
UK, England | MTE 20074 214 CMEF, change in Unknown | Unknown Prior
2013 trend in literature
biodiversity (Natural
decline, measured England
by farmland report,
species population scientific
literature)
IT, Veneto EXP 2000t 214 F 2, 3, CMEF, VI.2.A- | Unknown | Quasi- National
2006 5,9,11,12 | 1.3. evidence of a experimental| database
positive (Natura 2000
relationship Farmland bird
between assisted index)
input reduction
measures on the
targeted land and
species  diversity
(description, wherg
practical involving
estimates of
species abundance)
IT, Veneto EXP 20001 214 F 8 CMEF, VI.2.B-2.1.| Unknown | Quasi- National
2006 assisted ecological experimental| database
infrastructure with (Natura 2000)
habitat function on
non-farmed
patches of land
linked to
agriculture
(hectares  and/or
kilometres and/of
number of
sites/agreements)
(d) of which
enhancing existing
high nature-valug
habitats by
alleviating their
fragmentation (%)
IT, Veneto EXA 2007- 214 CMEF, change in Unknown | Experimental| National
2013 trend in database
biodiversity (MITO2000,
decline, measured Italian
by bird population Ornithological
in agricultural Monitoring)
areas
IT, Veneto MTE 20074 214 CMEF, restoration Unknown | Experimental| National
2013 of biodiversity database
(FBI index) (MITO2000,
Italian
Ornithological
Monitoring)
IT, Puglia MTE 2007- 214 CMEF, restoration WW Experimental| National
2013 of biodiversity database
(FBI index) (MITO2000,
Italian

Ornithological
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Monitoring)
LT EXP 2004-| 214 and| Protected o WW Naive IACS
2006 221'° improved
biodiversity
FR MTE 2007-| 214 CMEF, change in WW Quasi- National
2013 trend in experimental| database
biodiversity (PDRH,
decline, measured IFEN)
by the birds
population in
agricultural areas
FR MTE 2007-| 214 CMEF, stemming WW Quasi- National
2013 the decline of experimental| database
biodiversity (FBI (PDRH,
index) IFEN)
MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison

Table 7 Counterfactual analysisin High Nature Valuerelated impact assessment

Country | Report Measure or | Impact indicator Type of | Control Source of
Programme CF group data for the
analysis formation CF
UK, MTE 2007-| 214 CMEF, change inUnknown | Unknown Prior literature
England | 2013 trend in biodiversity (Natural
decline by measuring England
farmland species report,
population scientific
literature)
IT, MTE 2007-| 214 CMEF, change inUnknown | Experimental| National
Veneto | 2013 trend in biodiversity database
decline (MITO2000,
Italian
Ornithological
Monitoring)
IT, MTE 2007-| 214 CMEF, UAA ared WW Quasi- National
Veneto | 2013 classified as HNV experimental| database
(MITO2000,
Italian
Ornithological
Monitoring)
FR MTE 2007-| 211 CMEF, UAA aregq Unknown | Quasi- National
2013 classified as HNV experimental| database
(PDRH,
Corine Land
Cover Data,
IRENA)
LT EXP  2004-| 212 and| Maintenance of HNV| WwW Naive IACS
2006 214" sites
FR MTE 2007-| 226 CMEF, maintenanceUnknown | Unknown National
2013 of HNV agricultural database
and forest land (PDRH,
Corine Land
Cover Data,
IRENA)

19 same counterfactual analysis was used for botisunes.
1 Same counterfactual analysis was used for botisunes.
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MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison

Table 8 Counterfactual analysisin soil related impact assessment

Country Report Measure or | Impact indicator Type of | Control Source of
Programme CF group data for
analysis | formation the CF
DE, MTE 2007-| 214 Annual soil loss (t/ha) WW Unknown IACS
Thiringen 2013
DE, Baden-| EXP 2000-| 121 C factor for soil erosion WW Quasi- IACS
Wirttemberg| 2006 experimental
DE, Lower| MTE 2007-| 214 A2 C factor for soil erosion  WW Quasi- IACS
Saxony 2013 experimental
DE, Lower| MTE 2007-| 214 A7 C factor for soil erosion  WW Quasi- IACS
Saxony 2013 experimental
DE, Lower| MTE 2007-| 214 C C factor for soil erosion  WW Quasi- IACS
Saxony 2013 experimental
IT, Veneto MTE 2007-| 214 A E CMEF, maintenance |/ MWW- Quasi- IACS
2013 increase the organicBA experimental
matter content in soils
IT, Veneto MTE 2007-| 214 B, | CMEF, maintenance |/WW- Quasi- IACS
2013 increase the organicBA experimental
matter content in soils
IT, Veneto MTE 2007-| 214 C, | CMEF, maintenance |/WW- Quasi- IACS
2013 increase the organicBA experimental
matter content in soils
LT EXP 2004-| 214 Reduced erosion WW Naive IACS
2006
FR MTE 2000-| F Proportion of arable WW Unknown National
2006 land under organi¢ database
farming, integrated (PDRN,
production, and pasture RICA
with less than 2 LU / ha monitoring)
FR MTE 2007-| 214 CMEF, maintenance |/WW- Unknown National
2013 increase the organicBA database
matter content in soils (PDRH,
Corine
Land Cover
Data)

MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison | WW-BA = With-amithout and before-and-after comparison

Table 9 Counterfactual analysisin landscaperelated impact assessment

Country Report Measure or | Impact indicator Type of | Control group | Source of
Programme CF formation data for the
analysis CF
DE, MTE 214, Characteristic WWwW Unknown National
Rheinland-| 2007- grassland landscape database
Pfalz 2013 measures (FRIDA

environmental

database)

IT, Veneto | EXP 214 F 2,3 Farmland contributing?vw Naive National

2000- to perceptive database
2006 differentiation in the (LAND USE)

landscape (number of
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sites and area)
IT, Veneto | EXP 214 H Additional ww Naive National
2000- attractive/valuable arep database
2006 or sites due tg (ISTAT)
assistance
IT, Veneto | MTE 214 Willingness to pay fof WW Naive National
2007- attributes of database (cas
2013 conservation and study, ISTAT)
landscape
IT, Veneto | MTE 323 A Conservation and WwW Naive National
2007- upgrading of the rural database
2013 heritage (ISTAT)
LT EXP 212, 214| Preservation of WW Naive IACS
2004- and 22% traditional  landscapé
2006 features

MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison

Table 10 Counterfactual analysisin animal welfarerelated impact assessment

Country | Report Measure or | Impact indicator Type of | Control group | Source of
Programme CF formation datafor the
analysis CF
AT EXP 2000-| 121 A large set of ethologicalBA Quasi- National
2006 indicators (social experimental | database
behaviour, = movement, (survey
rest and sleep, food data), IACS
intake, excretion
reproduction, comfor
and exploration) and
animal species (cattle,
pigs)
IT, EXP 2000-| M CMEF, 1.4-2.1. Share of BA Naive National
Veneto 2006 assisted products sold database
with EU-level labelling (ISTAT,
schemes RICA
monitoring)
IT, EXP 2000-| M CMEF, 1.4-2.1. Share of BA Naive National
Veneto 2006 assisted products sold database
with quality label with (ISTAT,
national level labelling RICA
schemes monitoring)
IT, EXP 2000-| M CMEF, 1.4-2.1. Share of BA Naive National
Veneto 2006 assisted products sold database
with  other labelling (ISTAT,
schemes RICA
monitoring)
IT, EXP 2000-| M CMEF, 1.7-2.1. Share of BA Naive National
Veneto 2006 animals on assisted database
holdings supported wit (ISTAT,
animal welfare as ¥ RICA
direct aim monitoring)
IT, EXP 2000-| M CMEF, 1.7-2.1. Share of BA Naive National
Veneto 2006 animals on  assiste database
holdings supported wit (ISTAT,
positive collateral animal RICA

12 same counterfactual analysis was used for botisunes.
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welfare effects monitoring)
IT, EXP 2000-| M CMEF, 1.7-2.1.Share of BA Naive National
Veneto 2006 animals on assisted database
holdings supported wit (ISTAT,
positive effects related t}; RICA
welfare standards monitoring)
IT, EXP 2000-| M CMEF, 1.7-2.1. . Share of BA Naive National
Veneto 2006 animals on  assiste database
holdings supported wit (ISTAT,
positive effects related tp RICA
EU-welfare standards monitoring)
IT, EXP 2000-| 214 F CMEF, VI.2.A-2.1. Areqa WW Naive National
Veneto 2006 with beneficial lay out of database
crops, types of crop (ISTAT,
(including associated AVEPA)
livestock), crop-
combinations and size of
uniform fields
maintained/reintroduced
thanks to assisted actions
IT, MTE 2007-| 2151 CMEF, Animal welfare BA Unknown National
Veneto 2013 database
(RICA
monitoring),
FADN
IT, MTE 2007-| 214 F 2.1 CMEF, Animals inBA Unknown National
Veneto 2013 danger of extinction database
(RICA
monitoring),
FADN
FR MTE 2000-| G CMEF, Proportion of WW Unknown National
2006 arable land under organijc database
farming, integrated (PDRN)
production, and pasture
with less than 2 LU / ha
FR EXA 2000-| G CMEF, 1.4-2.1. Share of WW Naive National
2006 assisted products sold database
with EU-level labelling (PDRN)
schemes
FR EXP 2000-| M CMEF, 1.4-2.1. Share of WW Naive National
2006 assisted products sold database
with EU-level labelling (PDRN)
schemes
FR EXA 2007-| 133 CMEF, Individual aid fof WW Naive National
2013 quality database
(PDRH)
FR MTE 2007-| 232 CMEF, Animal welfare BA Unknown National
2013 database
(PDRH,
RICA
monitoring),
FADN

MTE = Mid-term evaluation report | EXP = Ex-postadwation report | EXA = Ex-ante evaluation report
WW = With-and-without comparison | BA = Before-aafter comparison
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