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1 General concept and logic model

The main aims of the logic models are to assisluatars to find a sound evaluation design for the
task at hand and to help managing authoritiesgesasthe feasibility of evaluation plans and/or the
quality of evaluation results. The general conagpthe logic models follows a nested approach
with different layers for the design of countertaads, micro level and macro level evaluations.
Figure 1.1 provides a simplified overview of thengeal structure of the logic model layers.

Underlying qualitative analysis on causal links and intervening factors etc.

Statistical
comparisoni Naatan
General
Sets the base

\ L
Counterfactual qualitative
only

Modelled " comparison

comparison

Figure 1.1: Simplified logic model flow

2 General workflow and description

The first general layer of the logic models progiden overview of the overall intervention logic
and structure suggested to pursue in the evalsatdnenvironmental RDP impacts (from the
decision to evaluate specific measures or the wpobgramme to the integration or dis- and

aggregation of micro and macro level results torsistent net impact assessment).
Step 1.1 — following the CMES intervention logic

Evaluators are facing the tasks of assessing th@oemental impacts of the programme and
different relevant measures. Starting with the fairnequirements and general intervention logic of
the Common Monitoring and Evaluation System (CMESpluators need to select relevant
measures of the RDP and evaluation questions foretivironmental objective(s) they want to
evaluate the measures / programme against. Théoyto result and impact indicators need to be

selected and reviewed in the context of the avildhta (Figure 2.1) It is recommended to also

! Result indicators of the CMEF relevant for envir@ntal aspects do not provide suitable proxy ferrtteasurement
of environmental changes and, consequently, foettaduation of environmental impacts of the RD noees and
programmes.



consider at this stage to what extent the availalata will later on enable the coverage of
unintended effects on the environment and indieffeicts such as deadweight and leverage effects
at micro level and substitution and displacemefdots at macro level. The inclusion of indirect

effects into the evaluation design requires sudfitiavailable data for non-participants.
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Figure 2.1: Step 1.1 - CMES requirements in theeggdriogic model

Step 1.2 — selecting additional environmental ingiors

While the CMES provides useful guidance on the g®nmtervention logic, the number of
environmental impact indicators is limited and degieg on the public good and environmental
objective against which the measure and progransnezaluated, it becomes necessary to identify
and select more suitable indicators to quantifyiremmental changes and to establish robust causal
relationships between the policy induced land mamamnt (or livestock management in the case of
animal welfare) changes and measured environmemahge. The suitability of the selected
indicators needs to be reviewed in the context hafirt data requirements and the available
environmental monitoring data Figure 2.2. As highted in Step 1.1, it is recommended to also

review at this stage to what extent available emrrental monitoring data cover non-participants



and will later on enable the coverage of uninteneliéelcts on the environment as well as indirect

effects such as deadweight effects at micro lenélsabstitution effects at macro level.
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Figure 2.2: Step 1.2 - Selection of additional emwinental indicators

Step 1.3 — defining units of analysis for micro amdacro level evaluations

Depending on the public good and environmental ativje, the selected indicators and available
data as well as the level of analysis (micro ormmga@ common unit applied to all used data needs
to be defined for micro level and macro level easibns (Figure 2.3). The unit of analysis can be
defined as the “smallest part of an organized sys{@arcels, farm as agro-ecosystem, landscape
unit, ecological area, sub-catchment area, etti¢. Unit of analysis refers to the unit of study for
assessing functional contributions of a system uadgpecified metric and delimits the analysis and
the comparison of the organized system. Furtherjtbee units of analysis are characterized by
homogeneous activities and allow solving the sc#krdependencies which is an important aspect
to be define for the logic model implementationaBwples of common units of analysis include

farm (micro), catchment and regional units (macro).
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Figure 2.3: Step 1.3 - Definition of common funakab units for micro and macro level evaluations

Steps 1.4 — Conceptual decision on counterfactuatnm and / or macro level evaluations

Counterfactual based micro level evaluations amn tesigned and possible aggregation or
upscaling of micro level data and results to mdexel are reviewed. Alternatively, a separate
counterfactual-based evaluation design is develdpednacro level assessments. In either case,
consistency checks between micro level and maeel kesults are required. The following layers
of the logic models explain the different stepsdasigning and carrying out counterfactual based
micro and macro level evaluations of environmenmapacts of RDPs. Figure 2.4 shows the

complete general logic model layer.
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3 Workflow and description of the counterfactual desgn

The following steps describe the workflow in goirigrough the logic model to design
counterfactuals. The structure is general and wimkboth micro and macro stages, providing a set
of questions that need to be answered before aecidn the counterfactual design. Most
importantly, the logic model highlights the imparta of comparison groups. Comparison group
formation is particularly important when there islfselection to programme participation. As
farmers are not randomly assigned as participantheé programme, comparing all programme
participants and non-participants directly may euffom sample selection bfasee D3.1 for more

information).

While the logic model considers comparison groupsdpminantly from data perspective, their
identification is important even when data does aldw for their full individualization. The
recognized comparison groups work as a basis fordubg the point of comparison, i.e. the
counterfactual, in cases where the logic model ggiitb evaluation approaches that are less

dependent on statistics.

Figure 3.1 shows the full logic model for designoaunterfactuals. In the following text, the logic
model is broken into smaller parts and explainguhssely.

Following this logic model, the evaluator shouldotinthe type of counterfactual she is able to
construct with the available data on a generalllelkis consideration is then subjected to the
micro and macro level specific logic models to ertrefine the evaluation possibilities. Micro and
macro level specifications are initially decidedie general logic model, where available data is a
driver on the decision on the level of analysiscfimi macro or both). Thus micro and macro levels

have their separate considerations on counterfadéwalopment.

We note that due to the plurality of different exatlon methods and the need to keep the logic
model as uncomplicated as possible, the final Biliita of the available data for each method,
especially for the statistical methods, must alwhgsassessed case-by-case with experts. With
small sample sizes it is possible that the logideh@uggests a statistical approach that cannot be
conducted with the data. Each comparison grouptatisical analysis should have at least 30
observations of the functional units. Further, ve@édrassumed in this logic model that the data are

spatially and temporally synchronized with the fiimrgal units and the programme period. In cases

2 In rare cases naturally random participation gregiments can be found. With voluntary participatio programmes,
evaluation planning cannot rely on such occurrenitkss the logic model stresses the comparabifiraups to form
a counterfactual.



where this assumption does not hold, the evaluaéads to qualitatively assess the risks and

magnitude of bias in the evaluation results.

Further, the logic model works best for cases waigingle indicator. This translates to cases where
a measure or a group of measures aim for the sawvieoemental outcome. Programme-level
evaluations are often too abstract to be evaluatighl a single indicator and, hence, a single
evaluation method. Rather, the logic model offepslg with which to construct a sound
counterfactual-based evaluation that may includeumber of approaches in programme-level
impact evaluation. Thus for a programme level eatadun, the evaluators should use the logic
model to collect and compare the different evatrapossibilities and generate a concise evaluation
plan that uses similar counterfactual scenariogesacthe line. In practice, the last requirement can
be challenging. The logic model, however, offesractured identification plan for counterfactual
scenarios enabling discussion on the impact oéwlifft counterfactual scenarios to the programme

level evaluation

10



Counterfactual Iaye r: Ste PS 2.1 and 2.3 *  Assuming used indicator causally matched to the unit of analysis, farm or region.
** Requires common underlying population between farms or regions under comparison and statistically
representative samples.
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Figure 3.1: Workflow and description of the coufdetual design
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Step 2.1

At this stage (Figure 3.2: Input to the counterdattiogic model) the counterfactual logic model
starts with the data availability found at the gahégic model. CMES data provides data for the
official common evaluation question(s) and indicatovhereas public goods indicators are case
specific, when the CMES indicators do not suffioenteasure the environmental impact at the
required level. Policy uptake determines the pdss#ittual comparison groups in later stages,
initially indicating the farms that have partakerthe evaluated measure and those that have not. At
this stage the logic model is not strict on thermior macro level of analysis - the methods of

comparison do not largely disagree with scale. Hanghe micro and macro specific logic models

further refine the possible approaches to courtréds.

Policy uptake

CMES: Public good indicator

Available data Available data

v
Figure 3.2: Input to the counterfactual logic model

Step 2.2

Comparison groups Sufficiently accurate
exist model exists

Groups comparable
(data)

Classic approach: Alternative approach:
Two groups Multiple groups

Variables explaining
participation known

Figure 3.3: Comparison group definition stage
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At this stage (Figure 3.2) the data from the presistage are collected together. Within these data
it is then searched if natural comparison groupgeae.g. participants and non-participants (Figure
3.3). The quality and quantity of the data shouddtiren further assessed on how they allow the

actual construction of comparison groups.

As statistical methods might have different subireg for more than two comparison groups the
parallel stage is identified with multiple grougsrst two stages of comparison group formation
include exits for other options on forming the grswf comparison. Note that the logic model

appears to prefer quantitative approaches oveitgtiiae. However, careful qualitative assessment
should underlie each stage of the logic mddgeé.g. identification and choices of suitable

comparison groups for assessment is subject tataginsd approaches the more complex the setting
gets. Below is a helping matrix from D3.2 explamithe number of possible comparison groups
under different intervening effects. The matrbn@ exhaustive, as intervening effects are many in
form. The matrix serves to show the increasing deriy for statistical approaches with multiple

effects. Qualitative approaches may be neededstritte the possible severity of each effect to and

narrow down the number of comparison groups tdalde levels.

Participation Eligibility rules | Deadweight Deadweight (external) Minimum number of
status in exist for (internal) groups
evaluation period participation

Only participants/ | All eligible (x1) | None (x1) None (x1) 2
non-participants
(2) Historically significant | 4

outside pressure at min.
one area (+2)

Previous participation None (x1) 4
status affects
environmental effectg
or participation
probability (x2)

Historically significant | 6
outside pressure at min.
one area (+2)

Some non- None (x1) None (x1) 3
participants
ineligible or in a Historically significant | 5
queue to outside pressure at min.
participate (+1) one area (+2)

Previous participation None (x1) 6

status affects
environmental effects Historically significant | 8
or participation outside pressure at min.

® This qualitative assessment is important espgdialtases where the intervention logic of the measr policy and
data collection have not been well linked in pregti

13



Participation
status in
evaluation period

Eligibility rules
exist for
participation

Deadweight
(internal)

Deadweight (external)

Minimum number of
groups

probability (x2)

one area (+2)

Participants/ non-
participants, also
drop outs and/or
late joiners (3/4)

All eligible (x1) | None (x1) None (x1) 3/4
Historically significant | 5/6
outside pressure at min.
one area (+2)

Previous participation None (x1) 6/8
status affects

environmental effect§ Historically significant | 8/10
or participation outside pressure at min.
probability (x2) one area (+2)

Some non- None (x1) None (x1) 4/5

participants

ineligible orin a Historically significant | 6/7

queue to outside pressure at min.

participate (+1) one area (+2)
Previous participation None (x1) 8/10
status affects
environmental effects Historically significant | 10/12

or participation
probability (x2)

outside pressure at min.
one area (+2)

No non- All eligible (x1) | None (x1) None (x1) no statistica
participants (1) comparison possible
Previous participation None (x1) 2, note counterfactual
status affects is not for inaction
environmental effects
(x2) Historically significant | 4, note counterfactual
outside pressure at min.| is not for inaction
one area (+2)
No non- All eligible, None (x1) None (x1) 2, note counterfactual
participants but queues to for partial measure

late joiners (2)

participate (x1)

participation

Historically significant
outside pressure at min.
one area (+2)

4, note counterfactual
for partial measure
participation

Previous participatior
status affects
environmental effects
(x2)

None (x1)

4, note counterfactual
for partial measure
participation

Historically significant
outside pressure at min.
one area (+2)

6, note counterfactual
for partial measure
participation

14



Step 2.3

At this stage (Figure 3.3.) the number of possdadmparison groups has been decided. Then the
data are searched for variables that may stafligtieaplain participation to the measure. The
evaluator addresses specifically sample selectisnes, where comparison groups may differ by
population type due to different underlying quabti Variables that explain participation to the
evaluated measure or policy are case-specific aperdl on the functional unit (e.g. regional vs.
farm uptake of a measure). These variables shbelddry least include factors of functional units
that are targeted in the measure or policy. Fomgia if the policy targets cereal producers below
certain income level in high risk erosion areadeast farmer income, production type and having
fields in high risk erosion areas should be knoamndil comparison groups. For regional analysis
this level of analysis may be difficult. The neigsis to assess the timescale of data. The tigesca
can be based on cross-section data (with-and-wtithioeL data for only at the end of the evaluation
period, or to data gathered both at the beginnimbend of the evaluation perfodEach step brings

a new method for statistical analysis. The exirfizaving no variables explaining participation and

only ex-post data available leads to naive appeschevaluation.

N

—— /
Advanced econometric or
environmental-economic

modelling approaches -

Sufficiently accurate without comparison
model exists groups
N J

macro level |
J\ J

Evaluation Options
without Comparison
Groups
Selection of evaluation
methods at micro or

Time for evaluation

Figure 3.4: Step 2.3a Choice of long run evaluatiptions without comparison groups for
counterfactual construction

In Figure 3.4 if a sufficiently accurate model doest exist or non-participants are in no way
comparable to the participants (i.e. comparisomugsacannot be separated in data), if there is time
and resources we recommend building a model thables a consistent counterfactual study of

effects also in future evaluations. Such an appraambles a self-updating system for evaluation

“ and intermediate periods if there are late-joimers drop-outs in program participation

15



with new data and possibilities to build on earieodelling work. It should be noted, that the

evaluator may also choose this option over staéisipproaches if the model approach is the cost-
efficient solution. Further, the counterfactualllstieeds to be decided, which requires the
identification and decision of a policy scenarionAmber of scenarios are possible in modelling,
including a simple business-as-usual scenario withize evaluated measure. Such counterfactual
scenarios could be decided to follow the most tiledpath should the measure not have been
implemented. The evaluator needs to decide if oitervening policies or measures should be

taken into account in the counterfactual scenario.

Sufficiently accurate
model exists

Time for evaluation

g Qualitative analysis

NO ) Qualitative and Naive

Quantitative Evaluation

>[ Naive baseline comparison | b= Options — Ad-hoc
Approach to Sample

\ Selection

ﬁ)[ Naive group comparison

with-and-without

Difference

>

before-and-after & with-and—without'

-in-
differences

Figure 3.4: Step 2.3b Choice of naive statisticahgarisons or qualitative analysis of
counterfactuals

In Figure 3.5, if case time and resources are tackor modelling approaches, or a statistical
separation of comparison groups is not possibke st of naive counterfactuals is possible for the
evaluators for designing a counterfactual. If treadon comparison groups does not include
additional information, i.e. variables, that woxiplain why farms would participate or self-select
to the evaluated measure, the next step is tordigterif the data covers multiple points in time. If
there is sufficient data for participants and namtipgipants for both before and after the evaluatio
period, the evaluator can resort to the differeineéiference (DiD) method family. The DID can
be considered either a naive quantitative or asttat-based (see Figure 3.6) approach depending
on the underlying assumption on data quality. & #valuator believes the participant and non-

participant groups would have different time treffioisthe environmental indicator development,

16



the evaluator can opt for an ad-hoc sample seledarection in the data. For example, in the
Italian climate stability case study, the evaluatioose the sample for analysis based on experience
to compare neighbouring participants and non-gp#ids. In the absence of dissimilar time trends
across comparison groups, the DIiD is no longeridensd as a naive quantitative approach to

sample selection.

When data is available only for cross-section atéhd of the evaluation period, the evaluator has
to conduct naive quantitative analysis compariregéhvironmental indicator level with different
comparison groups. The typical counterfactual wduddprovided the comparison group that has
not participated in the measure. Following the eastimation of the effects, the evaluator should
make a careful qualitative assessment on whatniatend external factors are likely to affect the
evaluation results. Is it likely that if there waslf-selection of the measure, are the participants
similar to non-participants in other respects“#re is self-selection, is the bias in the evatmati

results likely an over- or underestimate, and hevege is the bias likely to be?

If there is no existing model, or time to make otleggt could construct the counterfactual, the
evaluator cannot make a fully data-based assumptidhe counterfactual. In case of a missing
comparison group but with some level of data fortipipants, the evaluator may make a naive
baseline assumption based on qualitative analffsis.example, expert opinions can be used to
determine if a trend exists in the developmenthef ¢nvironmental indicator. The counterfactual
can be based on this trend and then contrastdeetoldserved level of the indicator. This way the
evaluator essentially decides the level of envirental impact from the measure. Therefore the
decision, its arguments and how it affects the tmnfmctual should be well and explicitly

documented with qualitative sensitivity analysipaissible.

If the evaluator cannot use data for quantitatimalygsis for any reason, e.g. lack of data, poor
quality of data, poor causal link between the meaand the impact, the only way to evaluate the
impact of the measure is through qualitative angslyShere are numerous methods in the
gualitative analysis literature to develop a cotfatgual, but they often rely on different constauc

by expert panels. Qualitative analysis requiregfoadiscussion in the evaluation report showing
the thought structure behind the analysis. Caraldhme taken to keep the results understandable. It
is clear that qualitative analysis has a very girfmothold as a part of the evaluation procedure in

step 4 as quantitative data cannot be fully usdzhti the counterfactual development.

Evaluators have been often forced to resort toaddpproaches due to lack of sufficient data. In

future evaluations, if data collection is desigrieam the beginning to support certain methods,

modelling based or elaborated statistics based/semlare possible. Ideally, qualitative approaches
17



would then be integrated in mixed method approadghesombination with advanced quasi-

experimental methods (Figure 3.6).

Variables explaining

Timescale

participation known Difference

.|n-
differences

N

before-and-after & with-and-without'

Timescale ( ] )
with-and-without | 5 (Generalized)
Propensity score matching
4
p N Statistics-based
hefore-and-after & with-and-without .| Joint propensity score matching and Evaluation Options -
difference-in-differences Explicit Approach to
E / Sample Selection
( \
Other regression techniques
covering sample selection

J

Figure 3.5: Step 2.3c Choice of elaborate stasidizsed evaluation for counterfactual construction

Stages in Figure 3.6 involve the exits from thevflbhat lead to statistical approaches taking sample
selection issues into account. There are two alistages that determine whether statistics-based
evaluation options can be used. First, variabl@sa@xing the participation in the measure should be
known for all comparison groups evaluated. At aimirm the data should cover those participating
and those not participating in the measure fomthele evaluation period. The variables explaining
participation to the measure are case specific,ifmltide typically the type of produce, size of

production, and factors that are targeted by thasme.

Further, the temporal scale of the data shouldxaeneed. If data covers the moment before the
implementation of the evaluated measure and theoénlde evaluation period, the evaluator can
resort to statistical methods even if variableda&rmg participation are unknown. The approach in
such a case would be a difference-in-differencespasison of the changes in the environmental
indicator during the evaluation period between ipg@nt and non-participant groups. In such a
case the evaluator assumes that the trend in theoemental indicator is the same between the two

groups.

If the evaluator can identify the variables explagnparticipation, but data exists only for the éim

after the evaluation period, the evaluator canthisgropensity score matching method to construct
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the counterfactual. The propensity score matchirghod does, however, greatly benefit from
having data on the farms before the programme gasio variables explaining participation, as
participation itself may cause these variableshange over the programme period.

The propensity score matching method comparesciatit and non-participant farms that have
similar propensity to participate in the measuheistalleviating sample selection bias of a naive
group comparison. There must be enough data orasifarms in both groups for the statistical

model to work. If the participants and non-part&ifs come from highly different populations,

their comparison may not make sense using puratisgtal methods. The generalized propensity
score matching method can accommodate more thancéwgarison groups (and participation

(treatment) levels representable by a continuousbla), but can be more challenging for the
evaluator in terms of data requirements and metlbgdml expertise.

The best opportunities for data-based statistippt@aches in developing the counterfactual arise
when the data allows a comparison of participadtram-participant groups (i.e. with-and-without)
and the situation before-and-after the evaluatiemop. This is possible in cases where large scale
farm monitoring data can be joined with equallygwe environmental monitoring data. A clear
candidate method of analysis is the joint propgnsitore matching and difference-in-difference

method that enjoys the benefits of both methodekgi

We do note that the statistical and econometritbtoooffers a number of other approaches that
tackle sample selection issues. These methodsx@lered to some extent in the ENVIEVAL
Report D3.1 Review of counterfactual methods. Imyneases these statistical methods are tailored
to the case, and require statistical and econotnexpertise from the evaluator. However, if the
evaluation question and data remain uniform oveetirepeating the evaluation becomes easier
with experience. In addition, qualitative analysesl peer-review processes of elaborate statistical

evaluations are possible for validation purposes.

It is possible to use the elaborate statisticahoas for any two (or more) comparison groups. If a
clear non-participant group data would not sufficestatistical analysis, but a reasonably close —
an almost non-participant — group is identified &iad the required data, it can be used to develop a

counterfactual that resembles non-participation.

4 Workflow and description of the micro level logic nodel

The workflow for the micro level logic models leatds different methods which will contribute,

through the integration of micro and macro leveltts, to a consistent net impact assessment. For

19



each of the three possible counterfactual designmdividual micro level logic model has been
created. The initial two phases of the workflow fleese three logic models are the same and only
from the third phase each of the counterfactuat@gghes leads to different micro level methods

which will discussed separately later.
Step 3.1 - Definition of Functional Units and Indiators

At this stage the micro logic model starts with general layer on the data availability for all the
three counterfactual approaches (figure 4.1). Targe extent data availability determines the type
of units of analysis that can be used in the ev@mngrocess and it provides information on the
suitable indicators to be developed according ¢dftimctional unit level and scale.

The selected indicators will subsequently defireedpecific scale at micro level. Available data and
linkages to micro level results are consideredteridentification of a unit of analysis, which disa

to consistent indicators for the assessment.

Counterfactual:
Available data All three approaches

Unit of
analysis

Selected indicators

suitable at unit of analysis

Figure 4.1: Definition of unit of analysis and indtors (Step 3.1 - micro level logic model)

Step 3.2 - Assessment of data quality

In the second phase the assessments of the qofadiatd have been carried out in order to check if
the amount and characteristics of data are apieptd implement one of the models available for
the impact evaluation (figure 4.2). The limited alafuality often affects the applicability of the
models for the environmental impacts assessmeatistetoward lack of consistent, robust or
representative results. For this reason an esbtgiat in the workflow is the identification of

potential bottlenecks, due to poor data qualitgt ttan make inadequate the calculation of the

® Among the various categories of attributes of dgality, the most commonly attributes included: aecuracy,
correctness, currency, completeness and relevance.
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selected indicators through one of the models.Heamore in the case of environmental assessment
the availability of spatially explicit data couldake the difference between a rather descriptive
survey and a more in-depth scientifically soundlysis Starting from the selected indicators, a
first check of the suitability of the data couldjugre new primary data collected through statistica
samplings. A second check could be needed to obtdfitiently accurate data, possibly spatially
explicit. In this case additional data and/or matr data processing are required to improve data

quality.

Sometimes poor data quality is also due to the lafclaccess to administrative and statistical
databases because of privacy regulations or iltdinated efforts to collect information for
monitoring purposes. The minimal requirements fotable data sources should be causally linked
to each other and frequently monitored. For thésoa, the use of qualitative approaches (common
sense) is quite frequent, not only for the lackdafa or of financial resources for creating new
databases but also for the difficulties encounténe@valuators using complex methodologies that
could guarantee a good outcome from the evalugioness. This knowledge gap has to be taken

into account during the selection of a specific glaghich needs suitable data.

' Counterfactual:
VCHELICRCEICIIN  All three approaches

Unit of
analysis

Selected indicators
suitable at unit of analysis

No l
Good quality

Check data data

fitness
Data
Processing

Figure 4.2: Assessment of data quality (Step Bi&ro level logic model)

Spatially

Explicit Data

Additional ]
Data J

Statistical
Sampling
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After the data are collated and verified, seleataatels on the basis of the three counterfactual
approaches have been identifying.

Step 3.3a - Long Run Evaluation Options w/o Compasion Groups

Without the control group (comparison group) of fpamticipant it is not possible to use the
statistical approach in the counterfactual analysishis case three options can be defined:
i) conducting an intermediate counterfactual analysis between different participant groups (e.g.
participants and late joiners),
ii) using similar non-eligible farms/regions to represent non-participants (regression discontinuity
method), and
iii) comparing farms participating and those in queue together (pipeline method).
In presence of the above categories the selectdtbageare the structural model, integrated models
and agent-based models, according to availabilitgpatially explicit data. Without spatial data
structural models are more appropriate at the micro level. These aisodre defined by a
mathematical approach to study the link betweerseaiffect relationships. More precisely the
method builds a framework to interpreting policyeefs due to specific interrelationships among
endogenous variables and exogenous variables mrdawithout necessity of comparison group.
This allows capturing the effects of specific enmmental policies at micro level, due to focus of
cause-effect relationships. In general the strattomodel can be used to estimate unobserved or

behavioural parameter.

In case of availability of spatial data, the methasdlected are the integrated models and the agent-
based approachedntegrated models allow addressing more holistically agri-environrmen
evaluation questions, in particular at the farmles@nd its sub-sets, such as cropped areas or
parcels. In fact, this is the level for which fampheallocate available land and resources to the
various tasks in their production systems. Integtanhodels are therefore able to shed light on the
environmental components allowing evaluation ofc#peprogrammes. The environmental impacts

of these changes can be estimated introducingdeskavith bio-physical models at farm scale.

To date, researchers use farm-level decision madedssess behaviours and changes agént-
Based Modelling(ABMs) approaches in ex-ante evaluation exerci§hese approaches allow the
coupling of environmental models and the socialesys embedded in them. In this way the role of
social interactions of adaptive, disaggregated rrievel) human decision making processes in
environmental management can be modelled. In shiwet,development and use of ABMs for

ecosystem management allows considering ecologoaplexity. It is possible to identify the role
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of individuals and to analyse in more depth andexedfectively the different forms of organisation

(spatial, networks, hierarchies) and interactionsig different organisational levels.

(CounterfactuaI\

processing

Structural
Models

Yes
9 Integrated

Models

Agent-Based
Models

Robust causal
linkages

No comparison
groups needed

!

Consideration of
indirect effects

J

_,[

Suitable for ex
ante evaluation

]

- _/

Figure 4.3: Long Run Evaluation Options w/o comgami groups (Step 3.3a - micro level logic

model)

Step 3.3b - Naive Estimates of Counterfactual

Naive estimates of counterfactual should be useshvalata on programme beneficiaries prior and

after programme are available, without to use paldrly complex modelling approaches. It can be
divided in two different techniques: (i) the nal\refore-after” estimator, which utilizes programme

data on programme beneficiaries to compute progmaroatcomes for programme participants

(without counterfactual); and (ii) the naive “with/s. “without” approach, that use the non-

participants as a control group.
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These approaches are based on the assumptiom tinet absence of the programme, the outcome
indicator of the participants at the programme wdé the same as for non-participants at the same
programme. The control group in the naive comparisioprogramme beneficiaries is represented
by the population average, including participamd aon-participants. In this evaluation approach
the data necessary for the on average outcomeatodicin the group of non-participants is usually
obtained from statistical databases. In this smecbunterfactual design the possible methods
linked with the naive approaches at micro leveltheeecological footprint, the integrated models
and ABMs. In the first case no spatial explicitalate necessary. With the ecological footprint, and
more in general with the use of composite sustdihamdicators, it is possible to count the farm
heterogeneity due to human environmental actiatefme better policy evaluations within a single
agricultural system. In case of availability of 8phadata integrated models and ABMs should be
used, which have the characteristics describelddrmptevious section. Basically the use of all these
methods allows designing the counterfactual onlthsis of the data commonly available from

official statistical sources available at localde{e.g. FADN, Census, FSS).
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Figure 4.4: Naive Estimated of Counterfactual (36 - micro level logic model)
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Step 3.3c - Elaborate Statistics-based Evaluationgiions

For this method is essential the abundant dataladwigty about general characteristics and
performance of beneficiaries and non-beneficiadedpre and after implementation of the RDP.
The main techniques used to implement this appraaehthe Difference in Differences (DID); the
regression discontinuity design (RDD); the matchmgthods and propensity score matching
(PSM); and the combined methods. The DID compdredéfore and after changes of programme
participant and after change of outcome indicatdhss approach allows to control the unobserved
heterogeneity (under the assumption that this amsvary in time). This method requires data
availability between two periods observed (timeesr The RDD require availability of dataset
with variable and observation on eligible and nbgHae units, with time series of cross-sectional
data. In fact the RDD allows assessing the effeCfgogrammes that have a continuous eligibility.
The matching methods, including the PSM, are thetradvanced and effective tools of evaluation.
They are based on advanced statistical approactieseed of abundant data on participants and
non-participants, requiring high quantitative skitif evaluator. Through this approach at the micro
level, the methods selected are the ecologicapfodtand the integrated models. In the first case

no spatial explicit data are necessary on the apntin the integrated models explicit data are

necessary.
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Figure 4.5: Elaborate Statistics-based Evaluatipticds (Step 3.3c - micro level logic model)
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Step 3.4 - Micro-Macro aggregation and validation

Multiple data sources are required for micro-mateeel evaluation, deriving from different

databases and providing for different data wittiedént metrics and terminology. Regarding the
terminology to be used, the farm can be definedhasbaseline unit for micro-level analysis.

However, it has to be underlined that the ‘farmelecannot correspond to the same meaning in
different evaluation exercises. Macro and microelsvare used in different scales to identify
different levels and therefore their use can beigutdus. As highlighted before, in the evaluation
assessment micro level is substantially represdmeatie farm, which is considered as the simplest

management unit of the agricultural system linlethe implementation of RDP measures.

Each model can be more suitable for micro or méevel evaluation if a consistent aggregation
procedure is available for the analysis. From aronievel point of view, spatial aggregation will
consist of up-scaling and aggregating data frormfkavel to regional or national ones. However,
micro-macro linkage can be difficult to detect, nielation to the criticisms, in ensuring the
representativeness of assessed data to the unofdegens. Although up-scaling could facilitate the
consistency in micro-macro linkage aggregatiomas to be highlighted that the occurring risk of
summarising micro-level data for a macro-level pective cannot always be ensured to represent

the complexity of the universe of the agricultispstems.

Net impact evaluation at micro level can be ensufrgdlirect effects have been taken into account.
In case of environmental impacts at micro levehdieeight effects seem to be more relevant if
land use and practice changes would have even redcwithout the intervention. Micro-macro
linkages can lead to a better definition of indireffects at macro level in presence of spatially
explicit data in the case of environmental impastessment.

26



Counterfactual: ‘ / \

All three approaches

Available data

Unit of
analysis

Selected indicators Counterfactual
suitable at unit of analysis .
Spatially processing
Explicit Data

Additional
Data

Data
Processing

Good quality

Check data data
fitness

No Yes

W

Statistical
Sampling

. 4

Possible aggregation to
[ Micro-Macro Consistency checks ](-— ————— J' —_ —)[ I Bgregat ](-—

|
I
|
|
I
|
|
|
|
|
|
|
¥

Macro level

Figure 4.6: Micro-Macro aggregation and validat{Step 3.4 - micro level logic model)

5 Workflow and description of the macro level model

At the macro level the evaluators will assess tidemwimpact of the farm level implementation of
RDP measures. The macro level model aims to altovagsessment of beyond the farm boundary
impact (i.e. spatial aggregation of impact) as vesl an assessment of the impact of multiple
measures (i.e. RDP aggregation). Where possibleinipact assessment is based on a single
indicator however there are circumstances whereskeof multiple indicators enhances the impact
assessment. Examples for multiple indicators cbelthe application of a set of indicators included
in the Landscape Character Assessment or seve@iree-based and problem-oriented indicators
to assess animal welfare impacts. The macro legit Imodel is in many ways similar but that of
the micro level logic model (section 4), in thaétd is a macro level logic model for each of the

three counterfactual designs and that the initi@ses of these models are the same. However, the
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main difference is that the workflow includes meathdor both single and multiple indicators,
which will lead to the net impact assessment. Tee of a single indicator in this process can
enhance the evidence of causality between RDP meeasul impact, while the use of multiple
indicators can specifically focus on assessmentaudfiple criteria (either multiple indicators for
single measure or multiple indicators for multipleeasures). The consistency of the net impact
assessment is achieved through micro-macro consistehecks which are included at critical
points in the workflow. The checks shall ensurd tha results of the policy impacts identified at
macro level (i.e. at catchment, regional or progremievel including impacts on beneficiaries and
non-beneficiaries) are consistent with the impatgstified for beneficiaries at micro level.

Step 4.1 Definition of functional unit and the corstency of the indicators.

At the start of the macro level workflow an appiiafe functional unit is considered for each of the
counterfactual designs based on the available alatawhere available aggregated micro level
results. The unit of analysis is a spatial areahdythe farm (micro) level where the impact of RDP
on public good can effectively be measured. At mderel it integrates the available data for a
specific public good and the micro level resultschibat this stage is an important step to condisten
indicators for the macro level evaluatidAdure 5.1). For those circumstances where aggregated
micro-level results are included in the assessrtientonsistency between micro and macro level
data is at this stage checked. The main purposeiophase is to secure the link and consistency

between micro and macro assessment and increasppbgunity to measure true causality.

Available Counterfactual:
data Three approaches

Unit of
analysis

Consistent
indicators

Scaling up of
micro level
results

Figure 5.1: Definition of unit of analysis and ttensistency of the indicators (Step 4.1 of macro
level logic model)
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Step 4.2 Creation of consistent spatial data

At this stage the macro level workflow leads to twossible paths towards the selection of
evaluation methods based on the use of single tipteuconsistent indicators, which can either be
spatially explicit or not. If spatial data are da&ble and used in the planned evaluation, these do
not necessarily all have the same or an appropsiEke/resolution for the selected functional unit
and method of analysis, where necessary scaling préicede the application of the selected

methodology in the workflow.

Available Counterfactual:
data Three approaches |

Spatially
explicit data
Multiple

indicators*

Appropriate

Consistent resolution
indicators

Unit of
analysis

Single
indicator

Scaling up of Spatially _
micro level explicit data Scaling

results

Appropriate

resolution

Figure 5.2: Step 4.2 Creation of consistent spdéita

Step 4.3a Long Run Evaluation Options w/o Compariséroups

In the absence of a comparison group modelling auetlogies will be used to improve our
understanding of the macro level impacts. The ssdemodelling approaches can deal with single
and multiple indicatorsand internalize the counterfactual processes in the modelling
framework. The selected modelling methodologies contributethe coverage of substitution

effects, disentangling of external impacts and sdast micro-macro linkages.
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CGE and PE modelling frameworkscapture the policy impacts for the whole sectd (Fodels)

or for the whole economy (CGE models) and can clemssubstitution effects within (PE models)
and between different sectors (CGE models). CGERhdnodelling frameworks normally require
larger scale applications and the availability e§ional economic data sets to regionalise the
modelling framework. Both modelling frameworks cha used with and without spatial data,

whereby spatial modelling frameworks also enabdectinsideration of spatial substitution effects.

The availability of spatial data for single and tiplé indicators would also allow the applicatioin o
spatial econometric modelge.g. spatial lag models). Spatial econometricabks to disentangle
external impacts to assess the net-impact of thkiated policy measures or programme.

Finally in the absence of comparison grougegrated economic and biophysical modellingan
contribute to the understanding of causality libkedween impact of RDP on public good at both

micro and macro level but in particular in relatitmthe consistency between micro and macro

impacts.
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Figure 5.3: Step 4.3a Long Run Evaluation Optioithaut comparison groups
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Step 4.3Naive Estimates of Counterfactual

Naive estimates of counterfactuals are for thoseunmistances where there are data for the
assesment but the comparison groups are not cobipava if they are comparable there is no
timeseries and the variables explaing participatom unknown. The latter leaves an assessment
based on with and without comparison.

For multiple indicators that are not spatially esipltwo possible options aremulti-criteria
evaluation and ecological foot-printing. Thesemethods can be used to assess the macro-level
heterogeneity.Spatial multi-criteria evaluation andmultifunctional zoning are methods for an

assessment with spatially explicit multiple indarat
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Step 4.3c Elaborate Statistics-based EvaluationiOms

In a data rich situation that allows for the constion of detailed comparison groupkborate

statisticscan be considered for the evaluations.

For multiple indicators that are spatially explisgtatial econometricsis able to disentangle the
actual impact of the policy measures from the ingat different other drivers of change.

For single indicators there are methods for eacthefnon-spatialhjerarchical sampling) and
spatial datagpatial statistics/landscape metrics which support an improved assessment based on
robust causal links between RDP measure and impactyell as the consistency of indicators
between micro-macro linkages. In addition basedhenquality of the data these methods are able
to consider non-linearity of impact (i.e. impact asered at micro level may not be

measurable/effective or not in the same way at migwel).
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Figure 5.5: Step 4.3c Elaborate Statistics-baseduation Options
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Step 4.4 Micro and macro consistency

The main purpose of the consistency checks at mlaged are to ensure that the results of the
policy impacts identified at catchment, regionalpsogramme level (including impacts on non-
beneficiaries) are consistent with the impacts tified for beneficiaries at micro level. The

consistency checks depend on the type of macrd éenaduations carried out. If micro level results
form the basis of the macro level assessment, aljagcand aggregating of the results and micro
level data from farm level to catchment, regionalpoogramme level could provide one option.
Although up-scaling could facilitate the consistgmt micro-macro linkage aggregation, it has to
be highlighted that the occurring risk of summagsmicro-level data for a macro-level perspective
cannot always be ensured to represent the complekithe universe of the agricultural systems.
Indirect effects on non-beneficiaries such as switisin effects and displacement effects might not
be taking into account adequately and the finaésssent of net-impacts will rely on qualitative

interpretation or (external) assumptions of indiktects.

If the macro level assessment is based on regionatro level data, consistency checks could vary
(depending on available data) from qualitative npttetation of the consistency between the micro
and macro level results to statistical comparisamd the use micro-macro consistency equations
(e.g. in CGE models).
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Figure 5.6: Step 4.4 Micro and macro consistencyraet impact assessment
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6 Concluding remarks

As reported in the previews sections the layertheflogic models explain the different steps in
designing and carrying out counterfactual basedar®vel evaluations of environmental impacts
of RDP. The evaluations are designed and linket suitable indicators and methods on the basis
of data availability and then options of consistenbhecks of data and results are reviewed. As an
outcome of the logic model application, a consistéesign of evaluation approaches can be
achieved. This, however, is an iterative proceskfatlowing the data collection the available data
might not be sufficient for the initially selectestaluation approaches and revisions to the approach

need to be carried out or a new method to be sslect

If suitable models produce sufficiently accuratsutts, we recommend their use. If a sufficiently
accurate model does not exist or non-participargsrano way comparable to the participants (i.e.
comparison groups cannot be separated in datajg opoalitative methods are recommended or
naive quantitative methods have to be used in acmatibn with qualitative methods. On the
contrary, if there are time (data series) and nessu (data availability and data quality) we
recommend building a model or an advanced stals@pproach that adequately deals with

selection bias and enables a consistent countealastiudy of effects also in future evaluations.

Each step for the counterfactual brings a new nietbothe analysis. The subsequent steps check if
existing models are available which can handlectse of no real comparison groups (i.e. cases
where everyone in the evaluation area is a paaint)p The selection of an appropriate approach
enables a self-updating system for evaluation wiwv data and possibilities to build on earlier

modelling work.

Note that in most cases logic model appears toeprgfiantitative approaches over qualitative.

However, comparison group identification itself n@g/subject to qualitative assessment especially
the more complex the setting gets, for examplééndase of multiple comparison groups to assess
synergies between measures or focus areas. Morequaditative methods are essential to answer

process-oriented questions in evaluations.

After the selection of an appropriate method follogvthe logic model flowchart, the evaluator
should know the type of model suitable to constrwith the data at a general level. This
consideration is then subjected to the micro or/aratro level specific logic models to further

refine the evaluation possibilities. Please nokat teven if the logic model would suggest a
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statistical approach, but the evaluator has actess model, it is recommended that the cost-
effectiveness of the different approaches is cmialiely assessed under the circumstances the

evaluator is facing, or jointly implemented.

An important and complex aspect is the considamatib consistency checks between micro and
macro level evaluations. If macro level results gemerated through upscaling of micro level
results, indirect effects on non-beneficiaries rigbt be taking into account adequately and the
final assessment of net-impacts will rely on qadiMe interpretation or (external) assumptions of
indirect effects. If the macro level assessmeiitaised on regional / macro level data, consistency
checks could vary from qualitative interpretatidnttte consistency between the micro and macro

level results to statistical comparisons and tleeragro-macro consistency equations.
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